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Resumen

En el Sistema Global de Posicionamiento - mas ddoopor sus siglas GPS,
procedentes del inglé&lobal Positioning Systeém los equipos destinados a uso civil
ofrecen precisiones cuya exactitud depende, en agomparte, de la calidad en la
medida de la distancia existente entre el receptoada uno de los satélites. Este
parametro se obtiene mediante el seguimiento dedidigios transmitidos en las sefiales
procedentes de los satélites y, en general, se deabminar ‘pseudo-rango’ o medida
de cadigo.

Los pseudo-rangos no son representaciones fielelmsdelistancias reales entre el
receptor y los satélites ya que existen fuentesrae degradando la calidad de dichas
medidas. Por ejemplo, la propia atmosfera altesatdayectorias que describen las
sefales satelitales provocando curvaturas quergaiolos trayectos, este efecto se ve
reflejado en las medidas de distancia. Por otro, s derivas de los relojes, tanto del
receptor como de cada uno de los satélites, yogipruido generado en los equipos
receptores son causas también de errores en ladawadsultantes que afectan, a su
vez, a los resultados de posicionamiento obteniBos.consiguiente, las medidas de

codigo son relativamente ‘ruidosas’.

En el proceso de ‘adquision’ de la sefial GPS,adp®r no sélo realiza un seguimiento

de los codigos contenidos en las frecuencias essijar los satélites sino que también
monitoriza la fase con la que dichas frecuenciasirsterceptadas. Las medidas de fase
ofrecen precisiones milimétricas siendo mucho menio®sas que los ‘pseudo-rangos’;

ademas, de ellas también se puede extraer infobmaacbre las distancias existentes
entre el receptor y los satélites. En contraposjciichas medidas de fase se ven
afectadas por ambigliiedades que deben ser estilmad&s desea obtener medidas

absolutas de distancia a los satélites. Como efeitydtrativo, se podria relacionar las



medidas de cbdigo con una cinta que Unicamentepunaecas métricas y las fases con

una cinta que sélo presenta marcas milimétricas.

Los algoritmos convencionales que los receptore$ @Rplean para estimar su
posicién procesan unicamente medidas de cédigo,esstlos ‘pseudo-rangos’. Desde
las primeras investigaciones realizadas en 1982Rpor Hatch [3.7], varios métodos
han sido propuestos para incorporar también lasidagdde fase en el proceso de
posicionamiento. Esta técnicas de integracion déidase GPS se denominan algoritmos
CSC (del ingléscarrier smoothing codey se aplican ya sea directamente sobre los
‘pseudo-rangos’ [4.2] [4.13] [4.10] [4.6] [4.4] Bl.o indirectamente durante el cOmputo
de la posicion del receptor empleando, en alguasss; filtros Kalman [4.19] [4.18]
[4.14] [4.11].

Este proyecto nace con el objetivo de estudiaradidBcnicas CSC que combinan las
medidas ruidosas de codigo con las medidas masasgoero ambiguas derivadas de
las fases de portadora para obtener asi mejoresiprees en el calculo de la posicién

del receptor. Con este fin, se ha realizado ungsmexhaustivo de documentacién para
posteriormente implementar varias técnicas CSCajuav, de este modo, sus efectos

sobre el calculo de las posiciones.

El desarrollo del proyecto se ha llevado a cabeleseno deFraunhofer 11IScon sede
en Nuremberg(Alemania). En dicho centro se esta disefiandoimnlador GPS que
procesa la ‘solucidon de navegacion’, esto es, facpm, velocidad y hora local de un
receptor GPS, valiéndose de medidas tomadas deeld@les satelitales que éste
intercepta. Con el presente proyecto se han réalizaejoras incorporando nuevas

funcionalidades tales como los algoritmos CSC anteente mencionados.

Realizar simulaciones en un entorno GPS requierdedeamientas que faciliten el
procesado de algebra matricial, sefiales digitatesrya de control; por ello se ha hecho

uso de un lenguaje de programacién de alto nivalbces MATLAB.



Los resultados experimentales de estos estudi@cenfr mejoras apreciables de la
precision con la que las posiciones del receptds &bh estimadas. Concretamente, se
ha conseguido estabilizar y reducir el error eassstimaciones por debajo de los 2

metros.



Abstract

The accuracy of positioning services for civil ysevided by the Global Positioning
System (GPS) equipments depends to a great externtdleoquality of the measured
satellite-to-user distances. These measurement®laened by tracking the codes
embedded on signals broadcast by GPS satellitey, dhe generally referred to as

pseudo-ranges or code observations.

Pseudo-ranges do not exactly represent the acistaihdes between satellite and user
since several sources of errors degrade the qudlityese measurements. For example,
the radio signals broadcast by GPS satellites isudfieactions and reflections as they
cross the atmosphere causing bending of the sigatis; this effect affects the

measurement of satellite-to-user distances. Furtbes, satellite and receiver clock

deviations and the noise generated on the recey@pment itself are also causes of
erros in measurements. Therefore, code measurementshe pseudo-ranges, are

relatively ‘noisy’.

Besides code measurements, the phase of the ghtteareer frequency is also sampled
within GPS receivers. This data is also consideasda very fine and precise
measurement of satellite-to-user distance. Thezg®ince the first statements posed by
Ron Hatch in 1982, several techniques have beehestiand performed; these try to
integrate the GPS pseudo-ranges together with pthaisein order to achieve better
accuracies while computing positions within the GB&eivers. The present study was
focused on these integration approaches that blegdther GPS code and carrier
measurements. The aim was initiated to assesstérh@sitioning outcomes could be
obtained when performances are adjusted by thewgration approaches. These
integration techniques are referred tocasrier smoothing code (CSG@)jgorithms and

they are applied either directly on pseudo-rangeghile computing receiver position.



The most widely adopted strategy to combine theB& Geasurements is a recursive
filter that “smoothes out” the noise on pseudo-emngith the aid of carrier-phases.
This algorithm was firstly described by Ron Hatch1i982 [3.7] and improvements
have also been posed during the last decade [4.2B] [4.10] [4.6] [4.4] [4.3].
However, these filtering schemes are relativelycepsble to information losses or
alterations in code measurements. A number ofegfies have thus been posed to
improve these aspects providing higher robustness umbiased filtering based on
Kalman filters [4.19] [4.18] [4.14] [4.11].

During the first years of the 21st century, an emde of GPS simulation packages was
developed in the Satellite Navigation Department Fsunhofer [IS Nurnberg
(Germany). Those investigations were aimed at sitmg a GPS navigation processor
that computes the “navigation solution” (that ise treceiver’s position, velocity and
time) with the aid of real GPS collected by gathgrsatellites signals within GPS
receivers. In the present study, enlargements isf dimulation packages have been
developed in order to perform different CSC aldons. The aim was to theoretically
study and analyse different CSC schemes in ordempement some of them and

compare test results in terms of positioning acura

Because GPS simulation requires a broad spectrutaotd covering matrix algebra,

digital signal processing, control theory, and gation algorithms, a high-level

programming language was considered. In that wdéne simulation packages

implemented while performing these studies havenbaeveloped and tested with
MATLAB R2006a. Test results have shown that thelangented CSC schemes can
reduce the error in position estimates below 2 esetr
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The goal of this Master’s Thesis

The present study was focused on the integrati@@R$ code and carrier measurements
by means otarrier smoothing code (CS@)gorithms. The aim was initiated to assess
if better positioning outcomes could be obtainecemwlperformances are adjusted by

these CSC approaches.

The goal of this work is the design of different @&lgorithms that combines the
advantages of both code- and carrier-based measnotgrno obtain better accuracies in

the estimation of position.

The analysis of possible algorithms should be dmnasing a high-level programming
language like MATLAB, from The Mathwoks.
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Chapter 1

Introduction

“I'm astounded by people who want to ‘know’
the universe when it's hard enough to find
your way around Chinatown.”

Woody Allen

Using today’'s state of the art satellite navigat®ystems, you can pinpoint your
location anywhere on Earth with an accuracy of tess fifteen meters. Currently, the
most used system available to the general publinddNAVSTAR Global Positioning
System(GPS), which has been fully functional since m@84. GPS handsets can
provide positioning (latitude, longitude, and altie) and timing services to civilian
users on a continuous worldwide basis. This tedgywlhas become a mainstay of
many transportation systems, reinforcing navigatmmaviation, ground, and maritime
operations. Life-saving missions carried out byaslisr relief and emergency services
depend upon GPS for location and timing capalslitiEveryday activities such as
banking and mobile phone operations are facilitétgthe accurate timing provided by
GPS. Perhaps someday navigation systems will ficbmely useful applications, such

as replacing seeing-eye dogs and guiding motorcieshi

Figure 1 GPS Applications — Mount Everest
height measurement. The current accepted
Everest's height (8848 meters) was arrived at in
1954 by an Indian Surveyor named B.L. Gulatee.
In 1998, theAmerican Everest Expeditiomsed
GPS equipments to achieve more accurate
measurements. Recent investigations have
revealed a new height at 8844.43 meters.
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Though the overall performance of GPS can clairaxicel in significant aspects, such
as availability to users, reliability or cogtpsition accuracys also a relevant facet in
some areas such as military, aviation or land sumgeapplications; even scientific
investigations use the precision of GPS measureanéum example of GPS application

Is shown in Figure 1).

Conventional stand-alone GPS equipments depentbde measurementeeferred to
as pseudo-rangesto derive a proper positioning solution. This meament type is
yielded while the receiver tracks thanging codesembedded on GPS satellite
broadcast signals. In fact, a pseudo-range is derei as a relatively “corrupted”
approximation of the distance between the GPSvecand a satellite in view (which is

calledrangein GPS terminology see Figure 2).

L N

Range(t1)  Range(t)
Range(tx.2)

g

Figure 2 Satellite-to-user ranges in GPS terminology

Error sources affecting reliability of code measueats degrade the accuracy of
positioning solutions. In fact, the most importaauses of inaccuracies are the noise
generated within the receiver electronics, atmosplphenomena and possible drifts of
satellites and receiver oscillators. Even the mpath effects bring down the efficiency
of the obtained pseudo-ranges. The combined effeait these error sources affects the

accuracy of positioning results.
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Besides pseudo-ranges, the relative phase betweemdeived carrier and a reference
oscillator within GPS equipments is also trackekisTmeasurement can be considered
as a very fine and precisange measurement but, with all, there is no information
about the absolute phase, that is, the most stgmifiwhole cycles (see Figure 3). In
fact, the resolution of these carrier-based measemés offers higher positioning

accuracies when combined with pseudo-ranges. Aanafogy to illustrate this fact,

carrier-phases can be considered as the millinmeédks in a tape measure while code

pseudo-ranges would correspond to the metre marks.

Range
(km)

/— Ranges

~— — Carrier-phases

14

A\

Time (t)

Figure 3 Pseudo-ranges and carrier-phase measurements in GRSminology

The present study was focused on the integratiadhesfe two types of GPS observables
(code and carrier-based) to enhance positioningracies. This work was aimed at
researching different filtering schemes that blevgkther these quantities in such a way
that many of the errors affecting positioning résuhre eliminated or, at least,
minimized. Specifically, a group of techniques héeen considered in order to reduce
or “smooth”the noise on pseudo-ranges with the aid of thieegatl carrier-phases. The
performance of several schemes was compared i ¢odénd proper methods to
incorporate GPS carrier phases into the navigatadation process. These methods are
referred to asarrier smoothing code pseudo-ranges techniqliegy are applied either
directly on pseudo-ranges or while computing reseposition. Analysis of the derived

positioning accuracies is also exposed.
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During the first years of the 21st century, an eride of GPS simulation packages
using the popular and versatile MATLAB programmiagguage were developed in the
Satellite NavigationDepartment atFraunhofer 1IS Nirnberg(Germany). Those
investigations were aimed at simulating a GPS redMg processor that computes the
“navigation solutiori (that is, the position, velocity and time) withet aid of data

collected by gathering satellites signals withinS3®Bceivers.

In the present study, extensions of this simulapgiackages have been developed under
the supervision of Lucila Patifio Studencki. Theeegsh and development was done in
early 2007 and attempted to implement positionitgprithms that combine GPS
pseudo-range and carrier-phase measurements, $hatode and carrier-based

observables (see the following Figure 4).

) MATLAB. — —
File Edt Debug Deskiop ‘Window Help

D |4 BB o o 8 8| 2 | [curoao 070s 2 ovene 200swai Lusiaew
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Figure 4 Image of GPS Matlab Simulator 2007

An ensemble of GPS real data, captured underRibeeiver Independent Exchange
Format (RINEX) Version 2.10, were considered to achieveraniealistic outcomes.
The implemented MATLAB Tool aims at reading GPSadabm RINEX files and
deriving anavigation solutiorby applying convenient corrections on measuremamds

estimating satellite locations.
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This report is structured as followShapter 1consists of a brief introduction to the
main objects in these studies. @hapter 2 basic GPS positioning concepts are
introduced and the main aspects in terms of prawgs$ke navigation solution (i.e. the
receiver’s position) are highlightedChapter 3is focused on GPS measurements
mathematical models and sources of errors affe@mgirical dataChapter 4brings
proposals to combine GPS measurement types in todesduce the errors affecting
these quantities; in this context, the concept shdothing in range and position
domains is exposed. Finallghapter 5overviews test results and the achieved

improvements in terms of position accuracy.
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Chapter 2

Navigation — GPS Positioning

“I must down to the seas again,
to the lonely sea and the sky,
And all | ask is a tall ship
and a star to steer her by ...”

John Masefield Sea Fever

The word navigateis derived from the Latin rootsavis, meaning boat, andgire,
meaning to guide or direct. Navigational technigbage been applied over the ages in
many different civilizations; all involve locatingne’s position compared to known

locations, such as the stars.

On the age of the ancient sailors, the sun andtdre were useful references to allocate
the ships on their journeys by means of navigatitehniques. As early as 1519, on
the voyage organized by Magellan to circumnaviglageglobe, the crew was equipped
with “sea charts, a terrestrial globe, wooden and métabtolite$, wooden and wood-
and-bronze quadrants, compasses, magnetic need@gglasses and timepieces
(according to The American Practical Navigatomritten by Nathaniel Bowditch in
1802). With these instruments, and great persokifls,ssailors could estimate the

ship’s speed, direction, and even latitude.

The technology of the twentieth century placedfiardi stars in the sky, the well-
known satellites. They “shine” all the time radmafisignals that provide far more

information than the sailors of old ever got frohe tstars. In this way, accurate

! Theodolitesareinstruments for measuring both horizontal and wat@ngles, as used in triangulation methods.
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estimates of position, velocity, and even local etimre freely available to all
instantaneously thanks to global satellite navayaystems such as NAVSTAR Global
Positioning System (GPS).

GPS represents the fulfilment of several technelagivhich matured and came together
in the second half of the $@entury. In particularstable space-borne platformsitra-
stable atomic frequency standards, spread specsigmalling and microelectronics
are the key developments in the achievement ancessof GPS. These technologies
have been integrated and applied to implement ariemin idea of positioning:

trilateration, a way of location by measuring distances fromvkmoeference points.

This chapter deals with the general principles &SG a brief introduction to this
satellite navigation system is exposed togetheh whie essential processes of GPS
positioning. In the following figure, a conceptuwaew of this satellite network is

shown.

Figure 5 NAVSTAR GPS satellite network —image courtesy afnice.mec.es
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2.1 The Global Positioning System - GPS

Our ancestors did also manage to keep from gettag As a result, monumental
landmarks were erected and detailed maps were italsty drafted. Also, sailors
learned how to read the stars in the sky at nipbdlay, things are much easier; we are
living in an “Age of Technology” and pocket-sizedjugpments that provide user
location service are available for less than 10@®uNowadays, not more than a GPS
handset and a “line of sight” towards the sky areded for location.

According to the GPS general public education webR2.5], created by the U.S.
Government, the Global Positioning System (GPS) “& U.S. space-based
radionavigation system that provides reliable posiing, navigation, and timing
services to civilian users on a continuous worldndsis — freely available to &llThe
United States Department of Defence (DoD) develagedl implemented this satellite
network as a military navigation system, but sdomas available for civilian users as a

common good (Ronald Reagan, 1983).

GPS is vast and expensive but the basic conceptguate intuitive. It is made up of
three parts (called segments): a constellatioMBf* satellites orbiting the Earth; a

group of ground control and monitoring stations] #me GPS receivers owned by users.

GPS satellites broadcast precise microwave signats space that are subsequently
picked up and identified by the receivers. Eacleirar then processes the information
embedded on those gathered signals in order todeav three-dimensional location

(latitude, longitude, and altitude) plus local time

In this section, each of the GPS segments is bresfinmented. Positioning techniques
and the structure of the broadcast GPS signalsargioned irsections 2.2and2.3,

2 The Medium Earth Orbit (MEO)is the region of space around the Earth above |@asthEorbit (LEO -
2,000 kilometres) and below geostationary orbit QGB5,786 kilometres).
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2.1.1 GPS space segment: satellites

The GPS satellite constellation was originally desd for 24 satellites, each 8
distributed along three circular orbital planest huvas finally modified to 6 planes
with 4 satellites each. The orbits are arrangethat at any time, at least 6 satellites are
always within a user-to-satellite line of sightrfralmost everywhere on Earth’s surface

(see Figure 6).

Each of these solar-powered satellites circlesgtbbe at an altitude of approximately
20,200 kilometres (orbital radius of 26,600 km),king two complete rotations every

sidereal day.

Nowadays, there are 31 actively broadcasting #atelin the GPS constellation
(September 2007). The additional satellites imprtwe precision of GPS receiver

calculations by providing redundant measurements.
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Figure 6 NAVSTAR GPS satellites and orbits for 27 operationalsatellites on September 29, 1998,
satellite positions at 00:00:00 9/29/98 with 24 tso(2 orbits) of ground tracks to 00:00:00 9/30/9Bnage
courtesy olUniversity of Colorado at Boulder — Department of Gephy

% Thesidereal dayis defined to be the length of time for the vere@linox to return to your celestial meridian. The
solar dayis defined to be the length of time for the Sunréturn to your celestial meridiard (sidereal day =
23.9344696 hours)
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2.1.2 GPS control segment: ground stations

The flight paths of GPS satellites are tracked lgyaup of ground stations belonging to
the US Air Forceand theNational Geospatial-Intelligence Agency (NGAhe job of
this segment is the maintenance of satellites @i ghroper orbits through occasional
command maneuvers, and the adjustments of clocksoard, achieving a precision
within a few nanoseconds.

Six worldwide monitor stationscheck the exact altitude, position, speed, andative
health of the orbiting satellites. In addition, Bdster Control Station’uses this
collected information to predict the behaviour atle satellite’s orbit and clock. The
predicted data is up-linked to the satellites f@ansmission back to users. Figure 7
shows the locations of these ground stations.

As mentioned before, the control segment ensui@sGRS satellite orbits and clocks
remain within acceptable limits. Checks are perfrby each station twice a day (as
the satellites complete their journeys around tn¢hg In that way, a group of ground
antennas are used to track the satellites and dith@acorrections to each satellite.

¢ {ll Master Controf aion @ Monitor Station A" Ground Antenia -
L, . PR LY A R,

Figure 7 Map of the GPS Control Segment -image courtesy dfederal Aviation Administration
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2.1.3 GPS user segment: receivers

When people talk about “a GPS”, they usually med®P& receiver. Individuals may
purchase GPS handsets that are readily availaldagh commercial retailers. The job
of this kind of equipments is to allocate four oomm of the GPS satellites “in view”,
figure out the distance to each, and use thismmdbion to deduce its own location. This
operation is based on a simple mathematical prhimagalled trilateration that uses
measurements of distances to satellites (i.e. tioevik locations) in order to derive an
estimation of position.

The present study was focused on the algorithm$éemmgnted at receiver site and used
to allocate GPS users, i.e. to estimate the recsipesition. Therefore, the main topic
in this report is the GPS receiver. The principahaepts about how this type of
equipments works are commented together with tha beoadcast by satellites and
processed at receiver site in order to allocaté katellites (the reference points) and

receiver (the user’s equipment).

In the following figure, a general view of the terementioned GPS segments is shown.

—
i

4L ol
Space segment $$ *5?:
2

%
Uplink dota

. Snixrell!ile ephemeris posifion conskants

. C

Figure 8 General view of the three GPS segments: Space, Caitand Users.
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2.2 GPS positioning: how a GPS receiver works

In order to allocate themselves, GPS receiveramagti the positions of several
reference points (i.e. the satellites) that, togetith distances in between, are

processed to estimate the required position by me#tfirilateration” methods.

In GPS terminology, distances to satellites arenkn@asranges.These quantities are
estimated within receiver equipments by determining“one-way signal transit time”

from satellite to receiver in a process knowni@e-of-arrival (TOA) ranging

Both trilateration and TOA methods are briefly aduced in the following sections.

2.2.1 Trilateration

GPS receivers compute their positions in two oeghdimensional space frames by
using this mathematical process. In fadgngulation sounds more familiar; both are
methods one can use to determine relative positbrabjects using the geometry of
triangles. Angle measurements, together with astleme known distance and two
reference points, are used to allocate a subjet#rins of triangulation. However, to
derive a position in terms dfilateration, the distances between reference points and

the object to be localized are required.

Generally, at least three reference points are tsadcurately and uniquely determine
the relative position of an object in a two-dimemsil plane (2D) by means of
trilateration. GPS positioning is a three-dimensional procedd),(dn that case

trilateration can be a little tricky; therefore a brief introdioa of 2D methods is shown

before 3D procedures.
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2-D Trilateration

The concept of 2D trilateration is easy to undedtidarough an example.

Consider a car driving through an unfamiliar coyn& road sign indicates that the car
is 500 km from a city. In fact, this is not of mublelp because the car could be
anywhere on a circle around this city with a radifi$s00 km. A shepherd the driver
stops says that there is another city 450 km aNayv the driver is in a better position
to find his location - he is at one of the two mecting points of the two circles
surrounding each of the located cities. If he calkb get the distance between his car
and another place he can pinpoint his position y@sacisely, as the three resultant
circles can intersect each other at just one pdihis is the principle behind 2D

trilateration. Figure 9 below illustrates this exaen

Figure 9 GPS Positioning — 2D Trilateration
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3-D Trilateration

The fundamental concepts are the same for 2D andrileration, but it is a little
trickier to visualize. Considering that the radibrh the previous 2D trilateration
example go in all directions, a series of sphemstdad of circunferences) is thus
formed around the predefined points (see Figure TBgrefore, the location of an
object has to be defined with reference to therseieting point of these three resultant

spheres.

The first two spheres intersect in a perfect cifetance. Then, the sphere linked to a
third reference point would intersect this circupfece at just two points. Additionally,
one of the two intersection points can be ruled asguming the Earth as the fourth

required sphere (see Figure 10).

GPS receivers however take into account four orensatellites to improve accuracy
and provide extra information such as altitude lé bbject and local time. The
reference frame considered for the computatiorhefreceiver's position will be the

earth-centered, earth-fixed (ECEF) frame.

Figure 10  GPS Positioning — 3D Trilateration
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2.2.2 Ranging using time-of-arrival (TOA) measuremets

Together with trilateration methods, GPS receivwdiiize a concept referred to ame-
of-arrival (TOA) rangingin order to determine satellite-to-user distan@ies. the
ranges. In this context, the time it takes for a sigtrahsmitted by a satellite to reach a
receiver is measured and multiplied by the speedhath this signal propagates to
obtain an estimation of the distance in betweenns€quently, by measuring
propagation times of signals broadcast from muti@mitters at known locations, the
receiver can determine its position by meansilafterationmethods.

For example, consider the case of a mariner eqdipgth a GPS handset trying to

determine his/her position from a group of satdliin view. Assume that the satellites
contain accurate clocks on board and the marinkgsdset has an approximate
knowledge of the satellite positions on their @biFurthermore, satellite broadcast
signals are assumed to be emitted precisely onfigaetime marks and clocks aboard
are considered to be perfectly synchronized tadheiver’s clock. In this scenario, the
GPS handset notes the elapsed time from each tamle umtil the signal is intercepted;

this time measure is thus the propagation timeak for the signal to leave satellite and
travel to the receiver's antenna. Signals broadbgsGPS satellites are radio waves,
considering that all forms of electromagnetic rédiatravel at the speed of light, the
mariner could estimate the distance to the sag(liie. the range) by multiplying the

measured propagation time (i.e. the TOA measurerbgrthis quantity.

It is worth highlighting that a perfect synchronipa between clocks in receiver and
emitter sites is required in order to derive appaip one-way range measurements by
means of TOA processes; otherwise, the effectsossiple clock offsets need to be
taken into consideration to perform a correct meament of the satellite-to-user

distance.
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In some literature, the GPS signal propagation tisneeferred to asignal transmit
time. This quantity varies between 70 and 90 ms appraeiynaFor example, if the
satellite signal took 75 ms to reach the marin€@RS receiver, the distance to the
satellite is therefore about 22484,434 km.

Common clock offsets and compensations

In the example above, the clock within the marig€sPS handset was assumed to be
precisely synchronized with those aboard satellliesvever, this might not be the case.
For example, consider that the clock on marineggigment is advanced by 1 ms with
respect to the satellites time base (that is, liebes that the time mark is occurring 1
ms earlier). Hence, the measured propagation tneevials will be larger by 1 ms due

to this time deviation (see Figure 11 to obsenreedtiiects on position certainty).

Figure 11  Effect of receiver clock offset €) on position certainty
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The 1ms time deviation shown in Figure 11 affecjaadly all satellite measurements
(the same incorrect time base is being applied) emaates to a distance error of
299.792 km. GPS receivers consider this commorkabfiset as an unknown together
with the three position coordinates of receivererBfiore, measurements taken from a
fourth satellite are required to solve for thistbuyparameter.

Effects of independent measurement errors on posith certainty

Even in the above hypothetical scenario, the TOAsueements would not be perfect
due to errors in signal path caused by atmospheffiects and other interfering
phenomena. Unlike the receiver’'s clock deviatidmse errors would be generally
independent and not common to all measurementgwbald affect each measurement
in a unigue manner and, as a result, inaccuratantis computations will be yielded.
An illustrative example of the effects on positicertainty caused by these independent

measurement errors is shown in the following figure

Figure 12 Effect of independent measurement errors on positionertainty
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2.3 GPS satellite signals

In order to estimate its location on Earth’s suefag means dfilaterationmethods, the
GPS receiver needs tipesitionsof thesatellitesvisible in the sky and the respective

measurements of distandasetween.

The data contained on the high-frequency signatbated by the GPS satellites
represent the essential information required tamesé both satellites locations and
distances in between. These “navigational” signate centred on two L-band
frequencies of the electromagnetic spectrubl: (at 1575.42MHz) andL2 (at
1227.60MHz) and carry the “navigational informatian the form of tworanging

codesand anavigation message

The primary function of theanging codess to permit thesignal transit timefrom

satellite to receiver to be determined (i.e. theAT@easurement); in fact, these
sequences act as the “time marks” required to eehe elapsed time since the signal
was transmitted. In addition, theavigation messageonsists of a group of orbital,
system status and atmospheric parameters necdssagrform real-time navigation

processes; in fact, the GPS receiver uses pdnesétparameters to allocate satellites.

In the next sections, the main characteristichefdignals broadcast by GPS satellites
are mentioned emphasizing the most important elesribat permit user’s location to

be determined within the GPS receiver.

4 The more sophisticated the GPS equipment, the iteoreimber of tracked channels, so that signais faclarger

number of satellites are taken into account forctputations and, therefore, improved accuracybeaachieved.
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2.3.1 Carrier waves

As the name implies, carrier waves provide the rmdanwhich theanging codesand

the navigation messagare transmitted to Earth, and, consequently, & uber. As

mentioned before, GPS satellites continuously eteittromagnetic radiations centered
on two radio frequencies located on the L-Daamt referred to asl (at 1575.42MHz)
andL2 (at 1227.60MHz). These signals are generated andbsatellites regarding to
highly stable atomic clocks - usually caesium dsidium. As a matter of fact, GPS
satellites transmit on more than two L-band freqiesi but these are associated with

classified payloads aboard satellites that do antern these studies.

The radio waves broadcast by GPS satellites afg-hignd circularly polarised and
capable of transmission through the atmosphere greatt distances. Though signals at
these microwave frequencies are highly directioaatl hence, easily blocked or
reflected by solid objects and water surfaces, ddoare penetrated without difficulty.

Nevertheless, dense or wet foliage can block @stnissions.

Carrier waves do not contain any information. Femthore, all GPS satellites broadcast
the same frequencies, though the gathered oneslightly different because of the
Doppler effect. In order to provide these carrigws navigational information required
at receiver site, they must be “modified” (irrodulated. GPS uses two different kinds
of binary codes in order to modulate the radiatdgshhd signals; these are referred to as

theranging codeand thenavigation message

® TheL bandis a portion of the microwave band of the electrgneic spectrum ranging roughly from 1 to 2 GHz.
63 at 1381.05 MHz, L4 at 1379.913 MHz and L5 af@.45 MHz — according to http://en.wikipedia.org.
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2.3.2 Ranging Codes

These binary sequences of Os and 1s allow thevexde instantaneously determine the

signal transit time (i.eTOA measuremehtand, consequently, obtain the satellite-to-

user distance when multiplying by the speed oftedetagnetic radiation.

The GPS ranging codes have characteristics of mansequences, but are in fact
generated by mathematical algorithms and therefeferred to aspseudo-random-
noise” codes (or PRN codeshhis type of codes possesss two important caratosr
that facilitate the acquisition and tracking of tBBS signals at receiver site. First of all,
the cross-correlationfunction of two different ranging codes is nearly zero natter
the shift in between; thigrthogonalityallows all satellites to broadcast simultaneously
at the same frequency without interferences in eetw Secondly, an individual ranging
sequence will correlate with an exact replica stlit only when the two codes are
aligned, that is, thautocorrelationfunctionis nearly zercexcept for zero-shift (where

it shows a sharp peak). This autocorrelation piypetows the receiver to estimate the

elapsed time since the signal was radiated bylisat®hntenna.

Two kinds of ranging codes are transmitted on twadicast L-band frequencies: the
civil C/A code known as “clear/access” or “coarse/acquisitionde, and th@rivate P
code, aimed atDoD’ authorized users and named as “precise” becausts bfgher
precision and restricted availability.

C/A codes

An individual C/A code is a unique binary sequentd023 chips (or bits) assigned to
each GPS satellite. This sequence is generatedast af 1023000 bits per second that
is a frequency of 1.023 MHz. Hence, the entire @&le sequence repeats every
millisecond and the “code wavelength”, i.e. theglnof a bit, is approximately 300 m

considering that the radio waves transmitted by (BBS satellites propagate

" Deparment of Defense - USA
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approximately at the speed of light in vacuum (gméire sequence is about 300 km

long).

P codes

The P code is a far more complex binary sequenraectinsists of an extremely long
unique PRN segment of aboutd@hips. These codes are approximately 266.4 days
long with chipping rates located on the frequen6y23 MHz. The wavelength of this
code is therefore approximately 30 m (i.e. ten §irttee resolution of the C/A coYje
Instead of assigning each satellite a unique casglén(the case of C/A sequences) the P
code is allocated such that each satellite trassantine week portion of the 266.4 day

long sequence (according to reference [3.5], restpon Saturday midnight).

When Anti-Spoofing(AS)® capabilities are activated, the P code is broadassan
encrypted sequence referred toR{¥)-code In order to acquire or “reconstruct” the
signals broadcast by satellites and measure tlgandes in between, the GPS receiver
needs to know how to generate the ranging codesriged on satellite signals, that is,
need to know how to decrypt the encrypted P codeceSthe access to the signals
containing this high precision P(Y)-code is onlgtreeted to DoD authorized users,
civil users obtain range measurements from trackimyg the ‘less-precise’ C/A-codes

embedded on the gathered signals.

8The smaller length of the P code chip result inatge precision in the derived range measurements
compared with that obtained from C/A codes

® Anti-Spoofing(AS) it the process of encrypting the P code bgitamh (modulo 2) of the code itself and a secret
encryption sequence so that P code cannot be atgliby hostile forces, i.e. avoiding ‘spoofing’h#h encrypted, P
code is referred to as P(Y) code.
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2.3.3 Navigation message

In order for a GPS equipment to derive real-timsifans of satellites and receiver, a
group of parameters are transmitted on both L-eegiencies. These are named as the
navigation messagend contain the information regarding to predicteatellite
ephemeris, predicted satellite clock correction ehamefficients, GPS system status
information and an ionosphere model.

Ground control stations uplink this information dneach satellite for subsequent
transmission to all users. Satellite messages rafginary form but, unlike ranging
codes, the sequences are not random like. Theidatuaitted at a rate of one bit every
20 repetitions of the C/A code, that is 50 bits perond (50 bps). The entire sequence
length consists of 1500 bits.

2.3.4 Signal broadcasting

The signal radiated by each GPS satellite antesna combination of the three

components mentioned befoarrier wavesranging codeandnavigation messagén

fact, all these components are generated in ‘spmghr that is, they are derived by
multiplying or dividing the output of the highlyadile atomic clocks onboard satellites.
These clocks generate a pure sine wave at a fregfien 10.23 MHz referred to as the

fundamental frequency

As mentioned in reference [3.5], the output of kbb@board satellites is offset by a
small amount in order to compensate for relatigisfifects. The actual clock output is
then 10.22999999543 MHz. Just as a matter of isteteay instabilities in those

orbiting clocks contribute at least a few meterseafor to a single receiver GPS
measurement; in order to keep the error within piate#e limits, ground stations

monitor continuously the satellite broadcast sigreatd perform daily uploads on the
broadcast navigational parameters.
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The fundamental frequency is multiplied by intedactors to generate the carrier

frequencies L1 and L2 (154 and 120 respectifglgs shown in the following figure.

Fundamental
Frequency
10.23 MHz

IRARRA MMM RAARRAMAARARARARARARRMAAN
xasa (157342 ez |
IAAAAAAARALARAARARARARARARARARARAA
T O L e

10.23 MHz T

C/A Code j

x10 | 1.023 MHz

Navigation

50 bps

Figure 13 Components of a GPS signal €arrier waves, ranging codes and navigation messag

Each of the ranging codes are also generated tieradtellite clock (as shown in figure
above). These sequences are combined with the atenigdata usingmodulo-2

additions that is, whenever the data bit of the navigatr@ssage is equal to 1 the next
twenty C/A code repetitions will be inverted. Corsady, when the data bit is 0 the

consecutive ranging code sequences will remainfectad (see Figure 14).

The composite binary signal is then impressed upercarrier in 8PSK(binary phase
shift keyingg modulation process consisting of applyingaarier signal shift of 1804
when code transits from 0 to 1, or from 1 to Ofdnt, the composite signal derived
from the P code is used to modulate both the L1l#hdarriers, and the one derived
from the C/A code is only used to modulate the hifrier. An illustrative example of

this process is shown in the Figure 14.

0f ., =f,x 154 =1575.42 MHz equivalent wavelengjth= c/f ;~ 19 cm
flo, =fox 120 =1227.60 MHz equivalent wavelength= c/f,~ 24 cm

1 A carrier signal shift of 180mmplies that the carrier is multiplied by -1.
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It is worth mentioning that the phase shifting loé tcarrier results in a ‘spreading’ of
power around the carrier frequencies due to thgimgncodes (i.e. pseudo-random

sequences) modulating these waves.

Carrier
c(t)

Code 1
c()
0

Data !
D(t)

(&
Mod 2 sum
D(t) + C(t) « S

Biphase
Modulation
[D(t) + C(t)] x c(t) « «

Time (s)

GPS Signal [D(t) + C(t)] x c(t)

Figure 14 Structure of a GPS signal.Each signal comprises three components: an RFecaaibinary
pseudo-random sequence and the binary Navigatiasade.

As already discussed, L1 carrier frequency trarsrioth public C/A codes and
restricted P sequences. This is accomplished bgrgeng two carrier signals on L1;
one as generated by the clodk-phase componentand the other is obtained by
shifting it in phase by 90°q(adrature component Specifically, the in-phase
component is modulated by a P code, and quadrahees modulated by a C/A code.
L2 signal carries solely P codes. Hence, the rasuthree BPSK-modulated signals are

then broadcast by each GPS satellite.

The GPS receiver can obtain the measurementsalhitgato-user distances by tracking
the C/A code or the P code (if it is possible) eddszl on the gathered signal. However,
the C/A code resolution is ‘coarser’, and the dmivmeasurements are subject to
greater ‘noise’. According to reference [3.5], thlbsence of a C/A code on L2 is

intentional in order to limit the accuracy of th€& system for civil users, as the access



35

restriction to the encrypted P(Y) code. Hence, aalyhorized users (i.e. DoD users,
military users) can access to preciser satellitester distances and therefore obtain
finer positioning results. As a result, the distion between the ranging codes and the
associated policies for their use results in thailability of two GPS positioning
services: thérecise Positioning Servidesed on dual frequency P code measurements,
and the Standard Positioning Servicdbased on single frequency C/A code

measurements.

Just as a matter of interest, dual-frequency measemts are an important challenge to

overcome drawbacks caused ibyposphere phenomeran GPS positioning accuracy.

According to reference [3.6], receiver manufactsireave devised and implemented
standards in civil applications with P code enanipnotwithstanding. Anyway, a price
is paid for the lack of knowledge of the P codedtire in the form of lowered signal-
to-noise ratios. Nevertheless, an approximate joim&re model is provided within the

navigation message.
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Chapter 3

Measurements, Models and Errors

“Some talk of millimetres, and some of kilograms,
And some of decilitres, to measure beer and drams;
But I'm a British Workman, too old to go to school,
So by pounds I'll eat, and by quarts I'll drink dalfil work by my three foot rule.
A party of astronomers went measuring the Earth,
And forty million metres they took to be its girth;
Five hundred million inches, though, go throughtirBole to Pole;
So lets stick to inches, feet and yards, and tloel @¢d three foot rule.”

William Rankine -The Three-Foot Rule

At its simplest, GPS civil users under ®&ndard Positioning Servi¢&PSj? provides
positioning accuracy of tens of meters. The pertoroe is dynamic and changes with
time and place. In fact, accuracy of position eates depends not only upon the
number of satellites in view and their spatial hgttion, but also upon the nature of the
errors in the derived measurements, that is, theabigy of the available

measurements.

As it has been shown on chapter 2, the basic aperat a GPS receiver is focused on
the acquisition and maintenance of captured radiguiency signals transmitted by the
satellites spread out in the sky. From these pegses group of measurements or
observations are derivedrirstly, tracking the ranging codes embedded on the
transmitted GPS signals yields estimates of inateetdus user-to-satellites distances,

referred to asanges(seechapter 2 — section 2.3.Z'hese measurements, however, are

all affected by common offsets and are thus nansegsaudo-rangesSecondly the

12 gps- Common civilian positioning accuracy obtainedusjng the single frequency C/A code. Under selective
availability conditions, guaranteed to be no wdlsm 100 meters 95% of the time.



37

phase of the received carrier wave might also &ekéd by bringing it face to face with

a local generated sine wave of the same frequeeyeral researches (see references
[3.6], [3.7], [3.8]) have shown that the resultattase observatiomontains precise
information about how satellite-to-user ranges deawith time. Both code and carrier-
based measurements can be used subsequently &otexfiormation ofranges the
basic quantity used while processing the navigagmation (position, velocity and time

determination - PVT).

In this chapter, the generation of these measurameriirstly exposed by explaining
the main hardware operations within the GPS recealextronics. Secondly, in order to
develop an appropriate parameter model for GPS umement data processing, simple
physical and mathematical models for these two kiolmeasurements are posed in
connection with the receiver-to-satellite geometrianges Additionally, as a
requirement of this process, error sources affgdtiese data and convenient models to

characterize them are also commented.

Figure 15 Applications of precise GPS measurementsResearch into Earth processesia high-
precision geodesy using GPS — A permanent GPSomstatbllects remote measurements of surface
deformation associated with volcanic processear(@slof Monserrat, Soufriere Hills volcano) — image
courtesy olUNAVCO (University NAVSTAR Consotiuni998).
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3.1 GPS hardware tracking

The satellite broadcast GPS signals must be achaird tracked in order to derive the
required navigation parametersand distance measurementsimed at computing
receiver’s location. In this section, the overaR&hardware tracking operation will be

briefly expounded.

First of all, the satellite signals are gatheredthg GPS receiver’'s omnidirectional
antenna. Tracking processes begin with the detatiom of which satellites are

currently being observed. The receiver can ascewhich GPS satellites are above the
horizon with the aid of a recemimanac®and a rough idea of the user location. If
almanac information is not available, or only ayvpoor estimate of PVT is at hand, the
receiver will carry out a “sky search” attemptirg randomly detect and lock onto a

signal.

After the identification of which satellites are wiew, the receiver attempts &zquire
or “reconstruct” the incoming carrier wave and agtrthe embedded data (these are the

ranging codesandnavigation messagesee chapter 2 sectio@s3.2and2.3.3. In this

process, the receiver needs to know how to gen#rateéinging codedransmitted on
satellites signals; these are pseudo-random segsi¢hat modulate (together with the

navigation messagethe carriers broadcast by GPS satellites. As salltreof this

modulation, signal power is spread over a widecspkeregion and it is received below
the background noise (these schemes are referrad 9pread spectrum technigyes

Hence, carrier signal must be made “visible” at tbeeiver in order to carry out the
signal acquisition. With that purposede-correlatingtechniques are performed within
the GPS receivers. It is worth highlighting that,order to maintain the captured radio
frequency signals, every noise source as well gspassible error due to Doppler
effect, ionosphere or synchronization is taken atoount on the GPS tracking process.

13 Aimanac datais used by GPS receivers to predict which satslliire nearby when trying to gather signals. It
consists of a set of parameters related to eatheoGPS satellites and used to calculate theiroagrpate locations

in orbits. Hence, using almanac data saves timketting the receiver skip looking for satellitesathare below the
horizon.
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3.1.1 Code and Carrier Tracking Loops

In order to track the carrier frequencycarrier-tracking loop’ is used while acode-
tracking loop operates in order to track the ranging codes (&\d/or P code - if it is
possible). According to reference [3.5], these tvaxking loops work together in an

iterative manner, aiding each other in ordead¢quireandtrack the satellite signals.

The receiver'sarrier tracking loopis on the trail of the changes in the receivediear
frequency. This process is performed essentiallthieylocal generation of a sinusoidal
signal at frequency L1 (or L2 depending on recésvézatures) which mainly differs
from the incoming carrier due to the Doppler offdatorder tomaintain lock on the
carrier, this feedback control loop must adjust the fremyeof the receiver-generated
carrier until it “matches” the incoming frequendyhe amount of offset applied in this
alignment is named as tHieeat frequency”’which can be processed to give a periodic
carrier beat phase measurementhis kind of measurement is useful for some
applications such as “phase smoothing” of code oreasents (or pseudo-ranges),
because the noise on them is lower than the oretaf§ pseudo-ranges. The derivative
of the carrier beat phase corresponds to the Doppéasurement, which is used to

determine the receiver’s velocity.

As mentioned before, the carrier signal must bedenaisible’ above the background
noise, in order for the carrier tracking lompacquire the incoming satellite signdlhis
task is performed by another feedback control ledprred to asode tracking loopor
delay-lock loop Additionally, a GPS observable is derived frors throcess; referred
to as code-phase pseudo-range measurememhis quantity is basic while processing
the navigation solution since it contains inforroatabout the satellite-to-user distance.

In the code tracking loop, the code modulations enfdled on the broadcast GPS signal
are removed by mixing a “tuned” code replica wikie tincoming signal. The code
replica is generated within the receiver electrenithen, this feedback control loop
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tunes oralignes” the locally generated code with the one embedatethe picked up
signal. In fact, the replica is continuously adpasby sliding it in time and computing
the correlation functionwith the gathered signal. GPS receivers applyiig technique
are referred to asode-correlation receivershanks to this procedure the ranging code
modulations are removed and the signal power istedowell above the background
noise collapsing in the original very narrow carrfeequency band. However, this
technique requires knowledge of the ranging codesegating algorithms. As
mentioned in chapter £ction 2.3.2under the policy of Anti-Spoofing, the transnutte
P code is encrypted (i.e. secret) and hence cammaised in this code-correlating
technique. According to reference [3.5], GPS imatent manufacturers use a technique
referred to as “squaring” to perform P code phasasurements on L2. Nevertheless,
the most important advantage of the code-corregatipproach is the resultant higher
signal-to-noise ratio (and thus better quality e tderived measurements) than any

other signal processing technique.

As soon as the incoming signal and the replicairgngode are aligned and mixed, the
"0"s and "1"s of these two binary sequences areatial, leaving the incoming carrier

signal modulated only by theavigation messagé&his process is summarised in the

figure below. Navigation data can be obtained byimg the resultant signal with a
locally generated sine wave at the same frequaaxynentioned before, this process is
achieved in thearrier tracking loop

received signal

AAMARAARR ARAAARMATLAANLN
UV YUV Y UVYUY vy vy

ranging code

HHHHHHHIHHIHH

Iy omd ”e n Hg AR Figure 16 Recovery of the GPS ranging
codes image courtesy dBNAP-Lab

14 An alignmentof the gathered signal with the receiver-gener@&&code is required because of the different time
scales affecting both signals (caused by the ldckynchronization between the receiver clock to dbeeral GPS
time and the travel time of the signal from satelto receiver’s antenna) — see section 3.2.
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Therefore code and carrier tracking loops are desigo aid each other in order to
acquire and track GPS satellite signals. In addjtibe measurements used to compute
the “navigation solution” (i.e. position, velocity and local time) are alderived on

these receiver’s operations; these are referraddodeandcarrier observations

3.2 Code observations: pseudo-ranges

As mentioned in sections before, th@nging codegransmitted on the GPS satellite
signals act as accurate “time marks” that pernatréteiver to estimate the elapsed time
that took any portion of the signal to travel frotne satellite to the receiver.
Considering that GPS signals are electromagnediatian propagating in straight lines
at the speed of light, a rough measurement oflgatt-user distance (i.e.range can

be achieved from the measured propagation times frt@asurement is referred to as

pseudo-rangand is essential while computing the position ef&PS receiver

In fact, an individual GPS pseudo-range is obtainbie tracking the phase of the C/A
code or P code embedded on the gathered signalcdde phase is measured as the
time shift required to align a replica of the ramgcode, generated at receiver site, with
the incoming one, embedded on the received sige# Eectior3.1.1). The range
measurement is yielded when the above time measmtasimultiplied by the speed at
which the signal propagates (i.e. translation mitric units). An illustrative example

of this idea is shown in the following figure.

: L
Propagation time—o§t©
r

Ranging Code entire peiod———— e

Figure 17 The GPS code-range measurement
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3.2.1 Measuring the phase of the ranging codes

Each chip of the GPS ranging codes is generat@deatse known instants of time in
accordance with clocks on board the satellitegedeiver site, these time snapshots are
used as ‘time-tags’ that facilitate the estimatidrthe time interval it took the signal to
travel from satellite to receiver, that is, thignal transit timeor thepropagation time

But how does the GPS receiver generate this timresarement?

Let's assume that all satellite clocks are synclzemhto the same time scale, referred to
the general GPS time (GPST). Consider that thengtoeceiver’'s clock maintains also
the same synchronization (there is thus no clotdebfvith respect to GPST). If one of
the satellites starts transmitting a C/A code sege®n the L1 carrier and, at the same
instant of time, receiver begins generating a Colecreplica corresponding to that
particular satellite, the replica would match thede arriving from the respective
satellite. However, this is not the case sincegigpagation time causes a lag on the
received code with respect to the local generaslica. This delay is roughly

estimated within theode tracking loojas theime shiftapplied on the replica to align it

with the incoming code, that is, the time shiftttistiows the sharp pe&kin the
correlation function between both replica and incapcode sequences — as shown in

the following figure.

time—— »

. L@ ?
Transmission Reception a
1 1 1 .I i
T — AT2 N ! .
« > | Code Replica
CIA code sequence generated within receiver
T=1ms :
(300 km) J 'I ” i— I l | Time shift
, -+
| AT,
AT,
| | | | | | | Time shift
Code Ambiguity ATz
——————
NxT |
X AT,

Figure 18 Use of the replica code to determine the satellit®-user signal transit time.

13 This effect is due to the auto-correlation projesrof ranging codes, mentioned in section 2.3.2
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C/A code pseudo-range ambiguity

In terms of C/A codes, the time shift applied or ttode’s replica in order to align it
with the incoming signal does not entirely corregpado the transit time that took the
signal to travel from satellite to receiver — seevppus Figure 18. Distances to satellites
are about 20.000 km when overhead, and about 2&®0@hen rising or setting and
signal transit times approximately vary betweemnm&and 90 ms. A C/A code sequence
repeats each millisecond, and the code correlatimtess essentially provides a
measurement of ‘pseudo-transit time’ modulo 1 rhat ts, the measurement of signal
transit time derived from tracking the phase of /& €Code is ambiguous in whole
milliseconds (as shown in Figure 18 by means oftéine NxT, being T the C/A code
periodT=1m3. It is worth pointing out that the one week P eqabrtion transmitted by
each satellite provides unambiguous pseudo-ramgsgever, the access to this code is

only restricted to DoD authorize users.

According to reference [3.3], the GPS receiver easily overcome the drawbacks
caused by the C/A code ambiguity if it has a roigga of its location within hundreds
of kilometres (considering that the entire C/A sauee is about 300 km long). The code
measurements processed on these studies do not@denambiguous; it is supposed
that the C/A code ambiguity estimation was perfaimpeeviously while deriving the
measurements. The following figure shows an exaropleseudo-range measurements
used while performing these studies.
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Obtaining measurements of distances and ranging

Once the absolutgignal transit timas derived, this time measurement is multiplied by

the speed of electromagnetic radiation yieldingpagh measurement of satellite-to-
receiver distance, referred to emnge. Hence, as mentioned in chapter 2, measuring
simultaneous ranges to three satellites, the recewll be able to compute its position
as the intersection of three imaginary spheresnofsk radii, i.e. the measured ranges,
and centred at each satellite whose positions ampgated by processing some

parameters taken from thevigation message as illustrated in the following figure.

Figure 20 Ranging with code measurements.

Nevertheless, the real situation has some drawbatke receivers are generally
equipped with quartz crystal oscillators that da keep the same time as the more
stable atomic clocks onboard satellites. In facthbclocks (onboard satellites and
within the GPS receiver) deviate from the genef@BGime scale; these offsets must be
taken into consideration while processing the delivange measurements. Satellites
clocks can be approximately synchronized to GPSiiguthe clock correction model

broadcast in the navigation message. Consequemith eange measurement is

“contaminated” by the receiver clock error, forttih@ason it is referred to gseudo-
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rangeinstead of range. Hence, a minimum of four sagslimust be tracked in order to

determine the receiver’s coordinates and clockrerro

Precision of the C/A code pseudo-ranges

As it was introduced in the section 2.3.2, an il C/A code is a unique binary
sequence of 1023 chips (or bits) that is repeaseth enillisecond. The uncertainty in
matching the replicas with the incoming code issthimited to only 1023 code chips
per millisecond. According to reference [4.9], thieghment is generally possible to
within about 1-2% of the chipping rate or the cla@pgth. The chipping rate of the C/A
codes is 1023 Mbps and the chip length is about BOMHence, a C/A code phase
measurement precision is on the order of 3-5 merende direct adquisition requires,
by design, higher complexity due to the length luk tcode; these studies are not

focused on this area, readers can look up litezajuoted on references [3.3][3.4][2.1].

Though metre precision can be possible, pseudesnage affected by several error
sources that degrade the accuracy of these measutienThese error sources will be

mentioned in subsequent sections.

3.2.2 GPS pseudo-ranges: observation equations

Once the definition of pseudo-range has been inted, physical and mathematical
patterns need to be described in order to developppropriate parameter model for
processing this kind of GPS measurements. Firstllpfthe physical model for an
individual pseudo-range is posed. Then, a mathealatiodel is derived incorporating
only those terms that will be parameterised whilecpssing the pseudo-ranges. The
following development is principally taken from eeénces [3.3], [3.4] and [3.6].
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In the following sections, measurements from a G&8llite are analyzed in a generic
way, making no reference to the satellite iderdtiien number or carrier frequency (L1
or L2) to keep the notation simple. Subscs used to identify a term associated with

a satellite, and subscripto identify a term associated with the GPS regeive

Pseudo-range in terms of ‘signal transit time’

Consider an estimate of the transit tiiE associated with a specific code transition of
a signal from a satellite received at titnper GPST. Lety(t-r) be the corresponding
transmission time, stamped in the broadcast sigmal t.(t) be the arrival time,
measured by clock within receiver. Hence, the mmeasypseudo-rangg(t) can be

written as
(32-1) plt)=cAT =c]t, (t)-t,(t-7)]

wheret is the real signal transit time from satellite exeiver. The terms andt-z
corresponds to the transmission and reception timéise general GPS time (GPST).
As mentioned before, the instant of titreis known in advance because it corresponds
to a time stamp printed on the signal and trandledehe GPST scale (i.e. corrected by
using the satellite clock model broadcast on thegaéion message). Howevedrandz

are unknown.

Clock errors, offsets or biases

Oscillators in satellites and receivers are usedeterate timed signals such as the P
code and the C/A codes. It is common thereforeptwider thentlocks As it has been
introduced before, GPS satellite and receiver ddaep time independently; this lack

of synchronization affects measurements deriveliwieceivers.
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In developing the observation equations for GPSecanald carrier measurements it is
useful to assume that every clock, or oscillat@n de compared directly with a
“perfect” oscillator having a known and constargginency in the reference time scale
referred to as GPS Time (GPST). Then, the errarsezhby the variations of frequency
on real satellite and receiver oscillators are rameclock errors, offsets or biases
Times derived from the real receiver and satebigeillators are therefore affected by

these clock errors and relations to the generalTGR8ne can be thus specified by the

following equations
(3.2-2) t.(t)=t+b,(t) t(t-7)=(t-7)+b(t-7)

whereb; is the receiver clock offset afidis the residual modelling error in translating
the signal transmission time stamp to GPST. Bptand bs reflect the time advances

affecting satellite and receiver clocks regardiog@PST (as shown in the following

figure).
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Pseudo-range in terms of ‘clock errors’

Considering the “time advance” affecting received aatellite clocks as shown in eq.

(3.2-2), the pseudo-range equation (3.2-1) careletten as
(3.2-3) pft)=clt+b,(t)]-clt-7+b,(t-7)]= plt)=cr+clb, (t) - b.(t-7)]
where the term$, and bs are the receiver and satellite clocks advancepeotsely;

andcr corresponds to the satellite-to-user distancereovby the gathered signal, as it

can be observed in the following figure.
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The transit time componemtin equation (3.2-3) is made up of two parts. Thkemone
refers to the time it takes for the signal to tfabeough the real geometric range or
distancebetween the satellite at the time of transmissioand the receiver at the time
of receptiont. This can be determined from the position vectdrthe satellite and the
receiver at these time snapshots, if they are ezprkin the same reference system. The
satellite and receiver position information conéainn the geometric randgeange(t,tz)

is essential for GPS positioning.
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The second part of the transit time term accouatstiie “extra time” taken for the
signal to travel through the Earth’s atmospherdabt, the GPS signals are affected by
the medium through which they travel. All but theat 5% of the signal travel can be
regarded as in a vacuum or free space, throughhwthe electromagnetic signals travel
with a constant speed ¢ = 299792458 m/s. Closkesurface of the earth, at a height
of about 1000 km, the signals enter an atmosphereharged particles, called the
ionospherethat acts as a refractive and dispersive mediimthe case of the GPS
frequencies. Later, at a height of about 40 km, digmals encounter an electrically
neutral gaseousefractive atmosphere known as thteoposphere The atmosphere
changes therefore the propagation velocity (speelddarection) of radio signals. This
effect can be modelled as a time delay or an iseréathe range measurement and is

incorporated in the observation equation as a codection ternpaim.
(3.2-4) cr = Rangdt,t—7)+ 0, (t)

The termpam can be broken down into two components taking caosideration the
two most important atmospheric layers generatingaydeor advances in the GPS
signals, according to GPS literature, these areotm@sphere and the troposphere. Both

terms will be discussed in the next sectibeésured pseudo-ranges

Combining equations (3.2-3) and (3.2-4)playsical modelfor an individual pseudo-

range can be derived in units of meters

(3.2:5) plt)=Rangdt.t—7)+db, (t)~b,(t~7)] + o (t)
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Measured pseudo-ranges

The measured pseudo-range differs from the aboysiqdli model (3.2-5) in some

aspects that must be taken into consideration.

Firslty, the derived pseudo-ranges will haaadom noiseand signal interferences such
as multipath both affecting the measurement process. To detiwee and other
uncompensated modelling and measurement errorsadaitional term pnoise IS

considered
(3.2-6) plt)=Rangdt,t —7)+cb, (t) = b, (t = 7)]+ P () + Lroiclt)

Secondlyatmosphere effects will be modelled separately amaonosphere term and a
troposphere term. On the one hand, the carriertamdodulating signal (i.e. the ranging
codes and navigation message) propagate at diffene@eds through ionosphere.
Specifically, the code phase is delayed while teier phase is advanced by the same
amount. This means that code observables are neeblsunger than they should be. On
the other hand, the path delay for both code angecas the same while crossing the
troposphere; in fact, both signals suffer a delegaoise of the refractive characteristics
of this atmospheric layer. Therefore, atmosphefecef will be modelled as two
positive terms denoting the code transmission dedesgociated with ionosphetg &nd

troposphereT).

(32-7) punlt)=1()+T(t)
The above code pseudo-range mathematical model6)3i2 rewritten taking into
consideration the terms mentioned in this sectiad dropping references to the

measurement epochin order to simplify the mathematical expressions

(3.2-8) p=Rangetc(b, —b )+ +T+p,,.



51

Equation (3.2-8) representsganeral observation equation (or mathematical model
for an individual code measurement or pseudo-randéeally, it would be perfect to
achieve a measurement rainge, the true distance to the satellite. What it isaoied

instead is a pseudo-rangewhich is a distance measurement “corrupted” byessv
errors (atmosphere effects, measurement noisek abfisets). How accurate an

estimate of position it is yielded from these measuents would depend upon the
GPS receiver's ability to compensate for or elimteathe errors affecting these

guantities.

It is worth highlighting that atmosphere effectdlahe noise termpn.ise depend on the
receiver’s reliability, satellites layout and petiof the day (or night). However, these
guantities vary slightly between closed observagpochs. The change with time in
observed pseudo-ranges is therefore equal to thegehin any of the following
quantities: geometric range between satellite @oeiver, difference between satellite
and receiver clock errors, troposphere and ionagptielays, or measurement noise and

signal disturbances.

In the following section, an example of the pseualopge measurements used in these
studies is shown. Figure 23 above showspbeudo-rangeaneasurements from three
observed satellites taken by a permanent GPS rsfaibated orE.T.S.l of Topography,
Geodesy and Cartographyn Polytechnic Universityof Madrid. Observations were
collected on July 19, 2007 during approximately @durds (9:00 — 13:00) and are
available on RINEX® 2.10 files. Additionally, antenna’s elevation a@®yl were
computed so that a graphic of satellites’ layoutha sky can be shown. The three
observed satellites stayed in view for almost thle observation time. In fact, they
started setting about the same time (after the3dsmin) - this is also noticeable since
the elevation angles started decreasing. One of {{satellite 27) came overhead and
stayed in view for almost the whole observationetitill it disappeared beyond the

horizon. The other two satellites remained vishitgher in the sky, i.e. shorter distances

'® RINEX -Receiver Independent Exchange Format
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or ranges in between. As the GPS receiver is fixed known location (stationary
antenna), variation in the pseudo-range measurasnmstwn in this figure is mainly
due to changes in geometric ranges resulting fitoenshatellite motion and rotation of
the Earth. It is worth highlighting that the GP8ew®er’s basic quartz crystal oscillator
tends to drift, that is, it deviates from the getheBPS system time. According to
reference [3.3], some receiver manufacturers attéoniomit these deviations by letting
the clock drift until it reaches a certain thresh(lypically, 1 ms), and then reset it with
a ‘jump’ to return the bias to zero. The commorcdiginuities that are observed on all
pseudo-rangeneasurements shown in Figure 23 are thereforeadhgequence of these

clock readjustments.

C/A code pseudo-range
measurements on L1
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Figure 23 Example of code measurements (pseudo-ranges) takery b stationary receiver that
observed three satellites during a time period bbdrs on July 19, 2007 from 9:00 to 13:08ntenna’s
elevation angles are shown together with saté€llisggsut in the sky.
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3.3 Carrier observations: Carrier phases

An individual code pseudo-range is obtained bykirag the “phase” of the received
ranging code; a more precise measurement can beeddyy tracing the phase of the
carrier received from a satellite. Carrier centimdével wavelengths\(; =~ 19 cm A

~ 24 cm) are very short compared with codes chigtlen(specifically, C/A and P code
chip lengths are about 300 and 30 m, respectivélygrefore, if resolutions might be
considered between 1-2% of the wavelength, thegpbéshe received signal can be
measured with precisions in the range of millimetfEhis aspect implies an important

advantage in comparison with the metre-level C/@ecprecisions.

In this section it will be shown that GPS carriblape measurements can also be
defined as a function of satellite-to-user distandéerefore, information about ranges

to satellites can be extracted from these signals.

Firstly, as in the case of code pseudo-rangeseargtical and physical definition of
GPS carrier phase measurements will be commengahn8ly, mathematical models
are also described in order to develop an appr@pparameter schema that permits

these carrier-based measurements to be propedgssed.

3.3.1 Carrier beat phase measurements

An individual carrier phase measurement is defaethe difference between the phase
of the reference sine wave generated within receind the phase of the reconstructed
carrier after the ranging codes are removed fragrgtithered one (seection 3.).

Actually, GPS receivers “difference” the Doppleifd carrier arriving from satellite
by the locally generated reference signal, thi€gse results in earrier beat frequency
on which carrier phases are taken by periodic sagpAs mentioned by C. Rizos in

[3.5], these raw phase measurements are gendnallgyt-product of all GPS receivers
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but they cannot be directly used as range obsensaitsince they are ambiguous. An
analogy can be considered for better understandarger phase might be thought as a
tape measure than only has “millimetre” marks. Yaaun keep track of the covered
distance with this tape achieving the accuracynaf millimetre, as long as you monitor
the tape measure continuously in order to keerk tohdhe covered full centimetres,
metres and even kilometres. Furthermore, if youtw@know the absolute distance and
keep track of it in an accurate way, you need terd@ne the initial unknown number
of full kilometres between your GPS handset and¢lspective satellite, this quantity is
known agnteger ambiguityn GPS terms.

Consider the illustrative example shown in Figudeb2low, if the phase is taken as a
fractional carrier wavelength, referred to asdfr(and a cycle or whole wavelength is
approximately 19 cm in the case of L1, it is obwdhat the most significant whole

cycles to satellite are missed in each of thesegh@asurements.

() F:,((D)k
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Figure 24 Theoretical concept of a carrier beat phase measureant at k-th epoch, F&#),

An ideal case of “error-free measurement” is fyrstbnsidered. In the scenario shown
above in Figure 24, satellite and receiver clockes perfectly synchronized and no
relative motion in between is affecting measurenmotesses. Aarrier beat phase

measurementderived at any observation epoghwould be therefore a fraction of a
cycle (or a fraction of a wavelength ®)(when talking in metric units). Hence, the
distance between the specific satellite and theivec would be an unknown number of

whole wavelengthsl plus the measured fractional wavelengthbi(
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It is observed how the resultant carrier measurérfef®) contains no information
regarding the number of whole satellite-to-userirentycles n, i.e. the integer
ambiguity. Therefore, the above mentioned carrier beat plbaservation cannot be

directly used as mngemeasurement because of the inherent unknown dgyanti

If relative motion between satellite and user issidered, the ambiguity termmight
continuously change and hence, it would dependath keceiver channel tracking the

satellite and time.

Integrated carrier beat phase

Actually, GPS equipments keep track of the elafskaycles as the carrier beat phase
is sampled within ghase-lock loopsapabilities). Anintegrated carrier beat phase

observation is thus derived taking into consideratihe measured partial wavelength
Fr(®) and the counted number of full carrier wavelesgtiapsed since lock on. If the
receiver or satellite in the above Figure 24 mosedhat the distance between them
grows by two wavelengths or cycles, the correspandintegrated carrier beat phase
measurement would be the number of counted fullesysince the first measurement
epoch (i.e. In®)o=2), plus the fractional measured cycle at thateolzion epoch

Fr(®)x . An illustrative example is shown in the followifigure.
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Ranging with integrated carrier beat phase measureents

As stated by C. Rizos in reference [3.5], a GP8argphase observation from a specific
satellite can be defined at any measurement efp@sh

(3.31) g = Fr(qz))k + Int(qo)O’k +C, in cycles
(3.3-2) ®, =g = Fr(tb)k +/1Int(qo)0’k +AC, in units of length

where Fr(g), is the fractional cycfé. The termint(g),, corresponds to the current

reading on a zero-crossing counter that only reggshe number of whole cycles since
lock-on. The cycle counter has an initial value @f (usually zero). F®)x is the
measured fractional cycle translated into metrigtsyn.e. the measured fractional

wavelength. In this section, subscrigtslentify the epoch of measurement.

The ideal relation between the measured phase lamdsdtellite-to-user geometric

distance (orange at any epoclky can be defined as
fo .
(3.3-3) —Rangeg =¢ +n, in cycles
c

(3.3-4) Rangg =&, +4n, in units of length

where ny is the number of unknown satellite-to-user entoycles on the first
observation epoch that is theteger ambiguity termThe geometric satellite-to-user

range is scaled into units of cycles fgic, wherefy is the carrier frequency aradthe
speed of light in vacuum.

" In metric units, a whole cycle corresponds apprately to 19 cm ( L1 carrier) and 24 cm (L2 cairier
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If no loss of lock happened between observatiortiegpahe ternmg on (3.3-3) and (3.3-

4) remains fixed for a particular satellite-to-re@ee ensemble of carrier measurements.

In order to convert the above measured phase Bmiger measurement, the initial
unknown number of satellite-to-user cycigshas to be determined. Unlike the receiver
clock error, time and algorithm complexity traddésoare higher when trying to solve
for this ambiguities. There are techniques focusedhe resolution of these unknown
quantities, all involve important challenges inmterof algorithm design and software
implementation. The mathematical process for dateng the value of the ambiguities
is referred to aambiguity resolutioror initialization. According to Guy L. Thompson
in reference [3.4], tremendous progress has beeafe nmathis environment during the

last decades.

3.3.2 Carrier-phase observation equations

Let's have a look on a convenient mathematical rhfmehe above mentioned carrier-
phase measurements. In this section, observatioatieqs for an individual GPS
carrier-phase observation will be developed. Theedanodel is valid for measurements

made on either L1 or L2 frequency.

In the absence of clock offsets and measuremenitsetthe “beat phase”, formed as an
observation within the GPS receiver, is definedhesdifference between the phase of
the local receiver oscillator and the phase of ga¢hered signal at the instant of

observatiort
(3.35) @t)=q,(t)-¢(t) inunits of cycles

where g (t) is the carrier beat phase at reception timey, (t) corresponds to the local

receiver oscillator's phase at timandqg(t) is the phase of the received signal from a

certain satellite at time
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Assuming constant running oscillator frequenciég, phase of the received signal at
any instant can be related to the phase at satatlithe time of transmission in terms of

the signal transit time (see Figure 26).

(3.3-6) at)=a,t)-alt)=qt)-alt-1)

The carrier phase measurement is thus an indirezasurement of the signal transit

timer.

N — &
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Figure 26 Example of carrier-phases in satellite and receiveoscillators assuming constant frequencies

In developing the observation equations it is uséfu consider that every clock
(essentially, an oscillator) can be compared witlfideal” oscillator having a constant
frequencyfy in the reference time scale GPST. As time goestliy,phase of this

oscillatord(t) behaves in accordance with
(7
(3.3-7)

wheref(t) is the time-dependent frequency of the oscillatwd § corresponds to some
arbitrary epoch. As mentioned before, in equati83-f) the frequency of the ideal

reference oscillatdi(t) has been assumed to be consiant
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As it was mentioned in sections before, clocks eb@PS satellites and receivers are
not perfect and the frequencies they generate suelly affected by slight variations

Thereforethe phase of a real GPS satellite or receivetlaswi obeys the relation
(3.3-8) o)=060)+ f,l) being  bt) =fi[¢(t)-e(t)]
0

where fob(t) is the oscillator phase err(m(t)—H(t) - regarding to the phase of the
“ideal” oscillator 8(t). The termb(t) will be denoted as thelock error. The phase of

the local clock within GPS receiver can thus betemi as
(3.3-9) @,(t)=6(t)+ b, t)
wherefgby(t) is the clock phase error corresponding to the &eSiver.

An expression relating phase and satellite clo@&spherror at transmission time, can be
derived considering the equations stated above

(3.3-10) g (t-7)=6(t-1)+ f b (t—7) = 6(t) + f b, [t —7)- f,T
where 6t —7)=6(t)+ f,[t - 7)-t]

The clock phase error attributable to the oscitlato board a GPS satellite corresponds
to the termigh(t) .

Replacing the above equations into the carrier h@eise measurement general

expression stated in (3.3-6), the following equaiachieved

%o (t) a(t-1)
(3.3-11) @ (t) = 8(t) + b, (t) - [6(t) + 5b.(t - 7) - 7,7]
a(t) = for + fo[o.(t) -b.(t - 7)]
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The oscillator frequency can also be defined imgeof its wavelengtii asfo= c/4,

where the terne corresponds to the speed of light in vacuum.

As it was commented in the case of pseudo-rangsune@ents, the transit time term
fot consists of two components. The main one corredptmthe time it took the signal
to travel from satellite to receiver describingteaight-line path (that is, covering the
real geometric range between the satellite’s looatt transmission time and the
receiver’s position at reception time). The secenthponent accounts for the lag in
signal path caused by atmosphere effects; thessraerrefractions and dispersions that
change the velocity (speed and direction) at wh@RS signals travel. Those
phenomena are modelled tame delays, phase delags as an increase in the covered
distance and considered in the observation equsatsrseverghhase correction terms

grouped on the factgr,,. The signal transit time component is therefongregsed as
(3.3-12) f,r = T Rangét,t —7)+ @, (t)
C

WhereRange(t,tz) corresponds to the geometric distance betweerett@ver position

at time t and the satellite location &z. The termg,,, can be broken down into

components for the different parts of the atmosphalay, through the ionosphere and

troposphere.

Combining the equation (3.3-12) and the model (3.B-theobservation equation for

an individual carrier-phase measuremenrt derived as
(33-13) @)= % Rangdt,t —7)+ fo[b, (t) b, (t - 7)) + @ (t) in cycles

(3.3-14) ®,(t)= Rangét,t —-7)+cb, (t)-b,(t - 7)] + Ag,,(t) in metric units

wherel is the wavelength of the respective carrierc{fo).
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Measured carrier-phases

The measured carrier-phases obtained within the BB&ver slightly differ from the

above posed observation model (3.3-13) or (3.3+l4¢veral aspects.

First of all, random noise generated within the GPS receivamrgases might affect the
measurements. Additionally, multipath signals re&aglthe receiver's antennas might
also cause interferences. As in the case of pseurdge measurements, a term is added

to take account of these errgrs,..

Secondlythe real derived phase measurement igritegjrated carrier beat phasthat

depends not only on the fractional part of the mess carrier phase, but also on the
integral part coming from the counter registerihg humber of elapsed cycles since
lock-on. That is, all the whole missing satellitetiser cycles (or wavelengths) since
lock on need to be considered on the observatiaatem. This quantity is unique for a
particular satellite-receiver pair and remains tamsas long as the receiver keeps on
tracking and counting the elapsed cycles from thee tthe satellite signal was first

acquired. The parametdrwill be added to consider this effect.

Thirdly, tracking the correct number of full cycles on @rhsatellite-to-user distance is
changing is very critical. This magnitude will beésgalculated if a cycle is missed or an
extra cycle is added when, for example, the receimds to track the signal from a
satellite at any time. In this situation, the irde@mbiguity termN might not remain
fixed between these observation epochs. In GPSinelogy, this phenomenon is
referred to ascycle slig, which is like missing the centimetre or metrerksawhile
you are concentrating on reading the millimetrggicCycle slips can cause large errors,

most GPS systems are thus able to detect and tapait

Finally, as in the case of pseudo-range measurematitspsphere effects will be
modelled separately into ionosphere and tropospieenes. lonosphere is a dispersive

medium, that is, the carrier and its modulatingnalg(i.e. the code and navigation
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message) propagate at different speeds througlatiimgsphere layer. In fact, the code
phase is delayed (i.e. is measured larger thas it reality) and the carrier phase is
advancedy the same amoulfite. is measured shorter). Therefore, in the casarrier

measurements, the ionosphere term on the observagjoation has negative sign.
Troposphere effects on carrier phases are analdgdhe case of code measurements.

On the final measurement model, cycle slips wilt he considered because they are
usually detected previously in independent proceddence, dropping references to the
measurement epocthe mathematical model for the measured carrier phase

(3.3-15) p= % Ranget+ f (b, —b,)+ @, + @+ N in cycles

(3.3-16) ® = Ranget c(b, —b,)+®_, +P ..+ AN in metres

Considering ionosphere and troposphere effect atgqr

(3.3-17) ® = Ranget+ c(b, —b,)- I +T+® .+ AN
This mathematical development has been obtained feferences [3.1] [3.2] and [3.5].
As it was mentioned before, constant running aaaitl frequency is assumed in these
studies, that implies equal phases in satellitdlasw and receiver oscillator at the time
of arrival. If differences in the initial phasestbe receiver and satellite clocks are taken
into consideration, a new term must be added oedli@tions above.

The atmosphere and noise terms depend on the eecsatellites layout and epoch (day
or night). However, these effects vary slowly besweonsecutive observation epochs.
Thus, the change with time in observed carrier pbas equal to the change in satellite-
to-user geometric range, receiver and satellitekclerrors, atmosphere effects and
measurement noise and signal multipath. The chengarier phase measurement over

a time interval is referred to as integrated Dopplalelta pseudo-range
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In the following section, an example of the carpbase measurements used in these
studies is shown. Figure 27 shows carrier-phasasarements obtained from the
studies previously introduced in Figure 23. Obsiowna have been collected on July 19
2007 during 4 hours (9:00 — 13:00) by the same peemt GPS station located on
E.T.S.1 of Topography, Geodesy and CartograpHyolytechnic Universitpf Madrid.

Carrier Phase
measurements on L1
®

Km
»
8
~
N

-1000-

T eriaenet *50 100\151.\2@\» 10 20 30 20 50
Time (min)

Time (min)

Figure 27 Example of carrier-phase measurements taken by a dtanary receiver that observed three
satellites during a time period of 4 hours on Jifly 2007 from 9:00 to 13:00. Unlike code pseudayesn carrier
phases are not affected by receiver clock readprstsrdiscontinuities.

It is worth highlighting that unlike code-based m@@ments carrier-phases are not
affected by receiver clock readjustments (i.e.diseontinuities affecting pseudo-ranges
in Figure 23). Anyway, large ambiguities are cothup these carrier measurements
(almost the whole satellite-to-user distanse&gl000 km). In the next section, it will be

shown that the change over time in carrier phastscts the trace of satellite-to-user
ranges in a more reliable way than the change towerin pseudo-ranges. The negative

sign of some carrier-phases is due to the factttiete are measured regarding to the
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local oscillator located at receiver site, that tise received carrier-phase can be

“advanced” or “delayed” with respect to the phakthe reference oscillator.

3.3.3 Carrier-phase time variations: Delta pseudoanges

The carrier-phase observation model (3.3-17) apgpsarilar to the one of the pseudo-
range measurements based on code tracking (32e8#).the code and carrier phase
measurements are corrupted by the same error sogmeasurement noise, atmosphere
effects, clock errors), but there is an importaiifecence. Code tracking provides
essentially unambiguous pseudo-ranges (though eparhe carrier phase
measurements are however extremely precise, butrdrered with integer ambiguities

(as shown previously in Figure 27).

One way to get at least a partial benefit of thecize carrier phases, without being
degraded by the integer ambiguities, is delta pseudo-rangesbtained from the
change in the carrier phase measurement over aititeesal. These delta pseudo-
ranges are derived by differencing carrier-phasasmements between consecutive
epochs (i.e. computing time differences). In thaaywif the carrier is tracked

continuously between epochs, the integer ambideaity is cancelled.

Delta pseudo-ranges between time instapisand ¢ can be defined as the following

time differences

(3.3-18) Ag.,, =dt )-dAt)= Rangg —/]Rang@_l +@... incycles

(3.3-19) A®,,, =t )- ()= Range - Range_, + ® .. in metric units

noise

The error in the above measurement type is relatede rates of change in the offsets

of the satellite and receiver clocks, and the rafeshange in the atmosphere effects.
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Furthermore, the millimetre-level resolution on rearphases implies a lower
measurement noise, in comparison with achievabldarerhevel pseudo-ranges

resolution.

An experimental example derived while performingsh studies is shown in this
section. The data analysis was carried out corieglean ensemble of observations
taken by the previously quoted stationary GPS mtatThe observation interval on
which measurements were collected was shorter{910000) in order to speed up the
period of computation and reading from RINEX filddeasurements were taken from
one monitored satellite that stayed in view dutiing whole observation interval. This
satellite set and, therefore, the respective pseadges increased. Code and carrier

observables (i.e. pseudoranges and carrier-phaseshown in the following figure.

CJ/A code Pseudoranges on L1 Carrier Phases on L1

from satellite 13 from satellite 13
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Figure 28 Example of code and carrier measurements from a desnding satellite collected during one
hour of observations (9:00— 10:00 on July 19 2007)

The time variations of the above illustrated measwants were evaluated by computing
differences between epochs of observations. Thdtag$ inherent measurement noise
is considerable lower on carrier-based time difiees (see the following Figure 29).
Specifically, code-based time differences, dendigdAp, are affected not only by

higher noise levels but also by clock readjustmeNtsvertheless, time differences
derived from carrier-phases (i.e. delta pseudogandenoted by®) describe a finer

trace of the time variations in pseudo-ranges sihey are not affected by clock

readjustments and, furthermore, they exhibit loeels of measurement noise.
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C/A code pseudo-ranges on L1 from satellite 13 Carrier Phases on L1 from satellite 13
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Figure 29 Comparison between code pseudo-rangeg)(and carrier-phases (P) in terms of changever
time, differences between adjacent time-instants haea ltomputed asp = p(tx.1)- p(ty) andA @ = O(ty,q) —
D(t).

On these studies, the files that contained thegssid GPS data also included a rough
approximation of where the stationary GPS statlmat gathers the measurements is
located. This position was used to show more rsakaitcomes. In that way, traces to
theoretical ranges were roughly assessed withithefahe satellites positions derived
from the broadcast navigation parameters. In thewing figures, the resultant
theoretical ranges, referred toRsare compared with the measured pseudo-ranges and
carrier phases as well as their time differencesngted byp, ®, Ap and Ad,
respectively). It can be observed how code-basemsutements are much noisier than

carrier-based ones.
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Figure 30 Example of the theoretical ranges to satellites (Rjompared with measured pseudo-ranggs (
and carrier-phase measuremendis (
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Figure 31 Example of the time variations in the theoretical rages to satellites AR) compared with the
ones of measured pseudo-ranggs) @nd carrier-phase measuremen®),
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Differenced measurements likielta pseudo-rangesa® are usually processed on GPS
equipments, these approaches are applied in arderidle some of the effects caused
by errors degrading the derived GPS measurementh (@s clock deviations from
general GPS time frame or cycle ambiguities). Kkamngple, as it was mentioned before,
the observation dependent ambiguity in carrier-phasasurements is assumed to
remain constant for an extended period of uninpged tracking. The effect of this error
can thus be eliminated by differencing between eoutve epochs (as shown in figures
above), avoiding then the cycle ambiguity estinratiNevertheless, cycle ambiguities
can also be explicitly estimated to apply the properrections on GPS carrier
measurements, in that way, measurement differemiatill not be necessary. These
“non-differenced schemes” imply time penalties atgbrithms complexities that might

not be interesting in terms of conventional readeiGPS positioning.

The effect of computing differences on GPS measanesnwill be explained in more

detail in chapter 4.
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3.4 GPS Observation Model Errors

Errors degrading code and carrier-based measursraenbften categorized asiseor
biasaccording to their rate of change over time.

Noise generally refers to quickly varying phenomena tnatrage out to zero over a
‘short’ time interval, where short is defined inaton to the tracking loops within
receiver equipments. Biastends to persist over a period of time. Measureérmeses

in GPS are referred to as those influences on ltisergations that cause the measured
satellite-to-user distance (or “range”) to be diéf@ from the true distance by a

systematic amoutit

For example, the errors associated with the stelnd receiver clocks are regular
enough to be characterized as bias terms. Propagatrors can be highly variable
depending upon the user location, satellite elematingle, and state of the medium.
However, if the GPS receiver remains fixed or mosksvly, these effects change
slowly and might also be thought as biases, exwe@tmosphere scintillations. Hence,
bias is considered as a time correlated effect {feqquency component) and noise as a

time uncorrelated effect (high frequency component)

It is worth pointing out that the dominant biasesGPS are those due to the receiver
equipment and satellite clocks deviations regardingeneral GPS time scale (GPST).

Furthermore, both affect the respective measuresrignthe same amount.

In this section, the most important sources of reraffecting GPS measurement are

mentioned describing the principal characteristied effects on positioning accuracy.

18 Systematic errorare biases in measurements which lead to measahegissbeing “systematically” too
high or too low.
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3.4.1 Satellite Errors

Satellite errors are caused by errors in the #atglbsition and clock parameters as
specified in the 50-bits/s navigation message lastd by each satellite. These
inaccuracies are common on both code- and caragesd measurements. In fact, the

" 19 of the satellite clock

most important one is that due to the purposédithering
frequency under the policy @elective Availability (SAY. Such scheme introduces
deviations in the timing marks on the broadcasta®gywhich can be taken out only by
authorized users. The size of this error can aplstrbe raised or lowered by the U.S.
Government. According to reference [3.6], this eremains stable at about 80 ns rms
(root-mean-square), or 24 m rms. President GeorgshBrecently accepted the
recommendation of the DoD to end procurement of Gatellites that have the

capability to intentionally degrade the accuracy odfil signals by means of SA

(October 2007). This policy, thus, will no longex present in GPS 11l satellites.

Prediction of the satellite ephemeris is processedhe basis of orbits fitted to the
tracking data obtained over several preceding detys.net effect of the error caused by
these parameters on a pseudo-range measuremeptsign be considered to be the
projection of the satellite position error vectar the satellite-to-user line of sight.
According to reference [3.6], experimental reshlise shown this error to be as large
as 10 m. Schemes to reduce the ephemeris errorb@rsed on improvements in
satellite tracking and prediction algorithms.

19 Dithering consists of the addition of noise into the satelilock used to derive broadcast GPS signalsderdn
degrade position accuracy for civil users.

20 selective Availability (SAs a policy adopted by the DoD of USA to introdiszene intentional clock noise into
the GPS satellite signals thereby degrading theeiniacy for civilian users.
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3.4.2 Signal Propagation Errors: lonosphere and trposphere

As mentioned before, all but the final 5% of thgnsil travel can be regarded as in a
vacuum or free space, through which the radio wdwemdcast by GPS satellites
propagate at a constant speeds(299792458 m/s). In fact, the propagation medium
changes the velocity of signals (speed and dinectmausing uncertainties in the
measurements of satellite-to-user distances. Th#eets have a variation dependent

upon the state of the medium.

Close to the surface of the earth, at a heightboua 1000 km, the signals enter an
atmosphere of charged particles, called the iorergpn the case of GPS signals, the
ionosphere acts as a refractive and dispersive omadhs a result, the carrier and its

modulating signal (i.e. the code and navigationgage) propagate at different speeds
through this atmosphere layer. In fact, the codesphs delayed (i.group delay while

the carrier phase is advanced (pkase advangeby the same amount. This implies that
code measurements are measured longer and caasedIobservables are measured

shorter than they are in reality.

The physical characteristics of the ionosphere nepgon the solar activity; hence they
change widely between day and night, even fromtdalay. Additionally, phase delays
vary as the physical path of the crossing signaingles due to satellite motion and
dynamics of the atmosphere itself. In fact, theithepath delay can vary from about 1
m at night to 5-15 m in the mid-afternoon (accogdia reference [3.6]). The delay can

be larger at low elevation angles, because sigaattses a larger ionosphere path.

Dual frequency (L1-L2) GPS receivers can estimat®sphere group delays and phase
advances. Receivers limited to L1-only measuremeat® recourse to an ionosphere
model whose parameters are broadcast by the tegeliccording to reference [3.6],

this model reduces the errors due to uncompengatedphere delays by about 50% on
average. In reference [3.6], it is mentioned thamid-latitudes, the remaining error can

be up to 10 m during the day.
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After crossing the ionosphere, at a height of ald@ukm, the signals encounter a layer
composed of dry gases and water vapour. This &eltyr neutral gaseous atmosphere
is called theroposphereand acts as a refractive medium in terms of GE® naaves.

Hence, the propagation velocity is once again nedlif

Unlike the ionosphere, the troposphere is “nondspe” for the GPS frequencies,
therefore the path delay is the same for both ewdecarrier measurements at L1 and
L2 frequencies. This effect depends on the refracindex of the air mass along the
path of the signal. As mentioned in reference [31#§ error is about 2.5 m in the zenith
direction and 10-15 m for satellites at low elevatangles. Troposphere delay cannot
be estimated directly from the GPS measurements thedreceiver has to apply

mathematical models with accuracies decreasingnatlevation angles.

3.4.3 Receiver Measurement Errors and Multipath

Measurement errors due to receiver noise depensigmal strength characterized as
carrier-to-noise spectral density ratio. Accordiageference [3.2], this error is below 1

m rms for code measurements, and about 2 mm fdecahase measurements.

GPS broadcast signals can be reflected from stestn the vicinity of the receiver’s
antenna, or from the ground. Hence, receiver gathet only the line-of-sight signal
but also one or more of its reflections. This ifeaeence phenomenon is named as
multipath and depends upon the environment, antenna pla¢eareh antenna design.
As mentioned in [3.2], multipath errors can be tliin previous signal processing
steps; in fact, receiver manufacturers have deeelopnd implemented proprietary
techniques. Typicaiultipatherror in pseudo-range measurements can rangelfnom
in a benign environment to more than 5 m in highdflective environments. The
corresponding errors in the carrier measurememetsyaically two orders of magnitude

smaller.
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Satellites layout in the skyffects measurements qualities. For example, both
atmosphere and multipath errors are magnified wéegellites are at low elevation
angles. As a result, observables from high stgsllare more reliable than low ones.
Figure 32 illustrates an example of this fact. Giep show the time change in pseudo-
range measurements gathered from two observediteateData was gathered in the
afternoon July 19, 2007 at a rate of 1 Hz during 118:00-18:06 time period. Both
satellites were visible the whole observation vaerOne of them was placed low in the
sky with elevation angles ranging from 70 to 80rdeg; in contrast, the other satellite
was monitored at lower elevation angles that doexateeded 20 degrees. It can be
observed how *“time differenced” pseudo-ranges friva satellite placed at lower

elevation angles are affected by higher noise ¢evel
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Figure 32 Example of GPS measurements taken from high and logatellites.The satellites were observed
on July 19, 2007 during 6 minutes (18:00-18:06ete 2 was located at low elevation angles thatnot
exceeded 20 degrees; in contrast, satellite 5 \hWaseg at higher positions in the sky with elevatangles
ranging from 70 to 80 degrees. Between-epoch diffee computed on measured pseudo-ranges (i.e.eshang
with time) are shown in the graphics above, it asiced that measurements from satellite 2 are t&ifeby
higher noise levels.



74

If measurements from low satellites can be excluded precaution, the impact of these
errors on the position estimates could be redudedever, this is not always practical

because the GPS receiver may not have the luxuwtyol measurements. According to
reference [3.6], elevation cut-off of 5°-7.5° apsda offer a good trade-off between the
loss of measurements and potential for large erfidrs studies performed on this work

were all based on measurements taken from sasellitid elevation angles beyond 10°

(see Figure 32).
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Chapter 4

Combining GPS Measurements

“Two types of measurements can be obtained fronG#® Navstar Satellites (...).
Code tracking measurements are normally referregistpseudorange measurements (...).
The relative phase between the received, recartstiicarrier phase and the receiver
clock phase at a particular epoch may be measurbi. is like a very fine and precise
measurement of pseudorange but with all the mgstfigiant (whole cycles) missing (...)
more economical processing of the measurementbeabtained via a simple
combination procedure prior to their inclusion imet position solution equations (...)"

Ron Hatch — ‘The Synergism of GPS Code and Carriessitements’, 1982

The information redundancy provided by the diveyges of GPS measurements, such
as pseudo-rangesnd carrier phasesoffers an exceptional opportunity to improve
accuracy of position estimates. Conventional GPdpagents use C/A code pseudo-
ranges to compute the navigation solution (i.eitjprs velocity and time). These code
measurements are affected by errors due to satelfitl receiver clocks, ephemeris
parameters and atmosphere effects just like thesunea carrier phases. However, the
error due to multipath and receiver noise in theie@aobservables, at centimetre level,
is about one-hundredth of that in the pseudo-ran@eg there is an important

drawback: ambiguities affecting carrier measuresi@nvolve extra complications

while computing the navigation solution.

These studies were aimed at examining the berefitombining the above noisy and
unambiguous code measurements with the precisarbtguous carrier phases for
absolute positioning in a single-frequency receilithis chapter, different approaches
that allow the integration of these measurementsrder to achieve better position

accuracies are developed theoretically. The restukést results are shown in chapter 5.
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4.1 Carrier smoothing code pseudo-ranges (CSC algtrms)

Firsts attempts to combine GPS code and carriersumeaents were posed at the
beginning of the nineteen eighties with the namecafrier-aided smoothing code
(CSC) algorithms

The term Smoothing implies the suppression or, at least, reductibhigh frequency
noise components inherent in signals that contartain desired information. In GPS
terminology, the information about satellite-to-uskstances embedded in the noisy
pseudo-ranges is essential to allocate the recequepment; therefore, efforts to reduce
pseudo-range noise levels, that make difficult tldentification of this range
information, are the main goal in the design of G8gbrithms (see Figure 33). In that
way, the preciser or finer carrier-phases are tsdilter or “smooth” out the noise on

code pseudo-ranges.

Smoothed Real trace

pre Ju(mu]p

= GPS trace
Xp(t) derived from code pseudo-ranges

_e(CJJ GPS trace
- derived from carrier phases
-7 Xo(t)

>
=
Xa(to)

Figure 33 lllustrative example of smoothing in GPS positionig. Positions derived from pseudo-
ranges are “noisier” than the ones obtained fromieraphases. However, carrier-based outcomes
contain an inherent ambiguity that must be soleedi¢ld absolute positioning (the sketch does not
fit the reality). If both sources of informationeacombined, a “cleaner” or “smoothed” trace of
positions can be obtained.

Basically, a phase smoothing filter might starthwiaw pseudo-range measurements to
establish an absolute position. Progressively, drigheights will be placed on the

derived carrier phase information and less on the pseudo-range based data to
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provide a smoothed pseudo-range output. Such aitpah was firstly described in a
paper by Ronald R. Hatch, entitlediHe synergism of GPS code and carrier

measurementg4.1].

4.1.1 Evolution of CSC Algorithms

In 1982, Ron Hatch posed one of the first proposalserform carrier-smoothing-code
pseudo-ranges algorithms [4.1]. In fact, someheké techniques were later named as
Hatch filters

As P. Cheng mentioned in [4.10], Hatch himself poseprovements four years later
(1986) that applied epoch-dependent smoothing wéagitors [4.2].

Variants of Hatch’s algorithms were developed bghapelle in 1986 [4.6] on which
the smoothing weight factors were reduced by atenh$rom epoch to epoch. Similar

proposals were also released by Meyerhoff and Evaib386 [4.7].

During the next decade, innovative designs werdyaed by Hofmann-Wellenhof
(1997) [4.3], [4.4]. In fact, an implicit smoothirggheme of code pseudo-ranges with
carrier observations was used in a DGPS differentarection model by Jin (1996)
[4.5].

4.1.2 CSC Domains: range and position.

Two domains of carrier phase smoothing schemes haea analyzed since the first
Hatch’s investigations were performed in 1982. Ehase referred to asange and

position domain algorithms

Range domain (RDglgorithms place the combination of code and eameasurements
before the computation of the navigation solutithat is, pseudo-ranges adeectly



78

filtered with the aid of carrier-phases in order to smamthinherent noise affecting the
code-based measurements; a ‘smoothed pseudo-ranfie’ pis then output and
processed subsequently in order to estimate thavests position.Position domain
(PD) CSCalgorithms are, however, performed within the psscéhat estimates the
receiver’s position; in that way, both pseudo-ranged carrier-phases are processed
while computing the navigation solution. The foliog figure shows these two CSC
domain variants. In both approaches, carrier-phasegreviously differenced in time
in order to process the resultant differenced nreasents (denoted byd).
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Kalman Filter Q)
% Pz CRSDC p2sm—»  Navigation 9&3}
s2 AD,—>| Solution
X,y,z—»
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P>
—AD,—»
Sn

Figure 34 Domains to perform carrier-phases smoothing code psido-ranges:Range (RD) and
Position (PD) domains.

Smoothing schemes posed by Ronald R. Hatch are grachples of range domain
CSC algorithms. They involve the use of a groupallel filters (one for each visible
satellite — see Figure 34) in order to smooth batrioise on code pseudo-ranges with

the aid of ‘time-differenced’ carrier-phases. Congolawith other types of precise
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differential positioning", these procedures do not require the specificatiandynamic
model; furthermore, corrections from a second ezfee GPS station are not necessary.
Using this type of filters within a single-frequenieceiver, the noise affecting pseudo-
range measurements is considerably reduced; tegltgeshown this fact and will be
commented in section 5.2.2 (in fact, the noiseeduced more than 1 metre in some

experiments).

Ideally, it would appear to make sense to applynash carrier-smoothing as possible
in order to eliminate the inherent noise. Unfortehg some references such as
[3.3][3.6][3.8][3.9] mention that enlarged smoothimtervals can have negative effects
on the GPS receiver performance, because of thelatiue effect of ionosphere delay
— this fact was verified in the performed experitseand will be explained in 4.2.1. To
achieve a more effective and efficient use of Hatellgorithms, the rate of ionosphere
delay and noise characteristics should be knownwever, since these effects are
usually unknown to a single-frequency user, thevatmpoted references pose the use of
a conservative constant carrier smoothing time ¢thst of considering this option is a

efficiency reduction in the smoothing approach).

After the introduction of Ron Hatch algorithms, seal position-domain (PD) schemes
were also posed. According to H.K. Lee and C. RiZb8], the most representative
examples are referred to as the complementary fiksigned by Hwang and Brown
[4.11] and the phase-connected filter posed by @&fsand Langley in [4.12]. These
algorithms exhibit less sensitivity to changes e wisible satellite constellation in
comparison to the above RD schemes. Otherwise R&irfig is, in general, more
susceptible to information losses than PD filterihgignal lock of a channel is lost,

even for short periods of time.

The present study was focused on implementationbotti RD and PD schemes.
Specifically, the Hatch filter algorithm has beenplemented as an example of RD

CSC schemes. This algorithm is theoretically inticEtl in the next section and test

21 precise Differential Positioning Precise measurement of the relative positions ofraeeivers tracking the same
GPS signals.
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results are shown in chapter 5. In the case of PRC Gchemes, a modified
position/velocity Kalman filter has been implemeht&his approach was posed by
Thomas Ford in the article [4.14].

In the following sections, the theory that allowemputing theseRD and PD CSC

schemes is developed. Test results are shownmekapter 5

4.2 Range Domain CSC

In this section, the mathematical background abraventional method used to combine

single-frequency GPS code pseudo-ranges and ephases will be introduced.

So far, carrier-phase measurements have been eapedsin both cycles and metric
units. When combining code and carrier measuremgnts more convenient to

represent carrier phases in units of length, ltke tode pseudo-ranges. Therefore,
considering the measurement models previouslydsiatequations (3.3-17) and (3.2-
8), and individual carrier-phase and pseudo-rangasmrement taken from a certain

satellitej will be defined as

w60
= Rangét, )+c[b ] 0 (t)+ Pt )+ AN, )

4.22)  p"(t)=Range(t, +c[b -, )J+I”( )+ Tt )+ plkelti)

whereqo(tk) corresponds to the measured carrier phase (iregyelt any observation
epoch tx and p(tk) is the code pseudo-range measurement obtainetheatsame

observation epoch. The above carrier phase measatesnmapped into units of length

just by multiplying by the respective wavelength
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Considering that both code- and carrier-based meamnts are gathered from the same
satellite, references to satellites will be droppedorder to simplify the following
mathematical expressions. Subscripts will be usedldnote the epoch at which
measurements were taken. Consequently, the abotrematical models (4.2-1) and
(4.2-2) will be stated as

(4.2-3) @, =Rangg +c(brk —b,, )— l, +T, +P AN,

noisek +

(4.2-4) p, =Range +c(brk -b;, )+ I

It is worth highlighting that broadcast satelliigrsls contain a group of navigation
parameters that are used to estimate satellitk aewiationsbs in a really accurate
way. In fact, these corrections are consideredembibcessing the GPS measurements
to obtain the navigation solution and the residerabr can be considered negligible
compared to other errors affecting outcomes. Theeefthe effect of satellite clock

offsetbs will be disregarded in the following mathematidalvelopment.

(4.2-5) @, =Rangg +C'brk L+ T +q)noisek +/]Nk

(4.2-6) p,=Rangg+ch +1, +T, + 0

The above measurements appear to be similar; betltarupted by the same error
sources such as the common receiver clock dyroatmosphere effectd, (T) and
multipath and measurement noiSBndise, prois9- Nevertheless, there is an inherent
ambiguity termN embedded in the carrier-phases and ionospheretefééfect code-
and carrier-based measurements in an opposite Agyentioned before, the carrier
frequency is advanced while it goes through thesphere and the lower frequency
code sequences are, in contrast, delayed. Thesetefire considered as a delay or
enlargement in the derived code pseudo-ranglésafd as an advance or shorteniy (
in the case of carrier-phases.
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Let’s study more deeply the effects of all thesmresources affecting code pseudo-
ranges and carrier-phases in order to find a caamenvay to combinate both GPS

measurements. Both observables contain the infawmabf interest, denoted

by Range +cbr, and referred to as theertor-free pseudo-range In fact, the term
Range corresponds to the satellite-to-user distance requo estimate the receiver’s

position in terms ofrilateration method¢ésee chapter 2, section 2.2).

Multipath and measurement noise @noise Proise

Inherent multipath and measurement noise affeqiggudo-ranges and carrier-phases
largely depend upon the precision of processesiwiibth the code tracking loop and
the carrier tracking loop (see chaptes8¢tion 3.). These effects are denoted ®ypise
andpnoisein €. (4.2-5) and (4.2-6).

According to Robert G. Brown and Patrick Y. C. Hgd#.9], the accuracy of the code
tracking measurement processes (that derive thedpsanges) is considered to be
about 1 meter under nominal signal reception sthtemngin the same way, though
multipath effects depend upon the environment,rar@glacement, and antenna design,
reference [3.2] states that the errors causedibyrterference phenomena can range, in
the case of code pseudo-ranges, from 1 m in a bbemgironment to more than 5 m in
highly reflective environments. The noise term ceydo-ranges can be considered to

be about several metres.

Nevertheless, multipath and measurement noiseteféelopt lower values in the case of
carrier-based measurements. As stated in by HwadgBxown in [4.9], the noise
generated by the tracking processes deriving cgshase measurements may adopt
values lower than 1 percent of the wavelengthhendase of stationary receivers (most
navigation-type receivers may generate strongesendévels in the case of high
dynamics environments - as high as 2 percent). iGerisg that L1 carrier wavelength

is about 19 cm, measurement noise affecting cgphases can be therefore considered
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negligible compared to the one affecting code pseadges. Additionaly, multipath
errors in carrier-based measurements are typitatlyorders of magnitude smaller than

the ones affecting code pseudo-ranges.

Consequently, code measurements can be considetedmmbiguousneasurements of
error-free pseudo-rangeslbeit noisy. In contrast, carrier-phases provadéner and
almost noiseless profile of pseudo-ranges with nahie ambiguities affecting them,
denoted byiNk in eq. (4.2-5) and (4.2-6) (compare Figure 23 Riglire 27 shown in
chapter 3, code pseudo-ranges are not ambiguouscarrgkr-phases contain an
important ambiguity, i.e. they are not absolute soeaments of satellite-to-user
distances). The measurement noise affecting caphiases can be considered negligible

compared to the one affecting pseudo-ranges.

In the following figure, a conceptual view of thdse® GPS measurements is illustrated.

The higher code measurement noise and the ambigfuitye carrier phases are shown.

‘.~ Pseudo-range from code
measurements

Range

e @

- Carrier-phases mapped

,/'/7 into unit of lengths Figure 35 Conceptual view of
-7 code pseudo-ranges and carrier-
/ phase measurements. Pseudo-
rangesp are noisy while carrier-
phases ® are precise but
ambiguous.

Time

Carrier-phases ambiguity

In eq. (4.2-5) and (4.2-6), the unknown number bble cyclesNy affecting carrier-
phases can be considered to remain fixed if coatiaicarrier tracking is assured. The

effect of this ambiguity term on carrier-phased Wwé then suppressed if the change in
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carrier measurements between two consecutive mezasut epochs is evaluated. This
variation between epoch.it and epochtcan be defined by means of the time

differenced measurements as

4.2-7)  AD, = (t,)-D(t,,) = ARangg + CAb, ~Al, +AT, +AdD

noiseg

As mentioned before, the satellite clock error tégrwas not considered in the equation
above since the satellite clock is previously syaolzed by considering the clock
model broadcast on the navigation message. Additonthe carrier-phase

measurement noise is considered to be negligible.

The termARangg +cAbr, in the equation above is the change in thedr-free

pseudo-rangk between the two measurement epochs. Simildilyand AT are the
corresponding changes in ionosphere and tropospladesys. Several methods have
been stated in order to combine the GPS code- ameicbased measurements defined
by the above equations (4.2-6) and (4.2-7) in otddake advantage of the low-noise
on carrier-phases, and the unambiguous natured#f peeudo-ranges (see [4.1], [4.3],
[4.13]). In terms of the rates of change in atmespteffects, an appealing alternative is
posed by P. Misra and P. Enge in [4.13], in thibeste both ionosphere and
troposphere effects are assumed to change slowbrelore, variations in ionosphere
and troposphere effects are disregarded in theeafooted measurement models since
these quantities usually would be small if the meament epochs are close (about 1 or
5 seconds in between). Under the above circumstartibe change in carrier-phases
might be thought as a precise and unambiguousl@mifthe change in theefror-free

pseudo-rangk that is,

(4.2-8) A®, = d(t, )-d(t, ,) = ARange + c.Abr,
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Consequently, the above mentioned carrier-basegl differences, denoted Ia®,, are
considered as an accurate estimate of pseudo-ramgethus exploited to smooth out
the inherent noise on the measured code pseudegadgnoted by and defined in
the eq. (4.2-6). As a result, a smoothed or firsguplo-range profile is derived. This is
the basic concept aarrier-smoothing-code (CS@pproaches carried out in the range

domain. An illustrative example of this procedwehown in the following figure.

Range 1
(km)

Psmoothed

Figure 36 Range Domain  Carrier
Smoothing Code pseudo-ranges (CSC).
If a fine estimate of pseudo-range at
p(to) initial epochp(ty) can be approximated, a
smoothed pseudo-range trace would be
yielded with the aid of the change in
carrier-phase®, denoted by .

Time

If a fine estimate of pseudo-range at the initiaeh could be approximatédenoted

by p(tp) in the above Figure 36)t is possible to yield a smoothed pseudo-range
profile using the differences over time on carndrases (i.e. a good reference of the
change in the “error-free pseudo-range”) to updafee measured code pseudo-

ranges.

Actually, an estimate of pseudo-range at initiada@pcould be derived from any epoch

tc as
(4.2:9)  plto), = plt) - [t ) - o (to)]

where pft,) is the pseudo-range measured at that k-th epoch dxn )- ®(t,)

corresponds to the carrier-phase difference betwleercurrent epoch and the initial

epochty, respectively.
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A more precise estimate would be obtained if a Bngverage oven epochs is

processed

(4.2-10)  plt,)=

Sl

O}

Once the proper estimate of pseudo-range at indg@ch has been obtained, a

“smoothed pseudo-rangeofile” can be reconstructed as
(4.2-11) Panltic) = (o) + [(D(tk)_ q’(to)]

This is the basic mathematical procedure of a camweal range domain CSC
algorithm. According to [4.13], CSC schemes are axays included in GPS receivers
and offer a modest improvement in terms of positigraccuracy. However, the storage
of all the pseudo-ranges taken on previous epaoins ¢ach of the observed satellites is
required in order to compute the average stat€d.#:10). Additionaly, a group of-1
additions need to be processed in each epoch fir ehthe satellites. This is not
therefore an efficient computational technique emis of real-time applications. In
these studies, a more efficient performance ofpiteviously exposed CSC algorithm
has been considered and implemented. This idegposed by P. Misra and P. Enge as
well as B. Hoffman-Wellenhof in references [4.18Hd4.3], respectively. It consists of
a recursive filterthat only needs the smoothed pseudo-ranges frenprievious time
step and the current measurements (both pseudesanyl time-differenced carrier-
phases) in order to compute the estimate of theestuismoothed pseudo-ranges. In
contrast to the above mentioned batch smoothirigntgae, no history of measurements

and/or smoothed pseudo-ranges is required. Thiggige algorithm is defined as

@212)  Polt)= g A+ o)+ (00) - )

M,
Panlto) = lto)
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The filtering scheme (4.2-12) embodies two inputd ane output. The inputs are the
measured pseudo-rangeand the measured carrier-pha®esaken from the respective
observed satellite. Additionally, the resultant sthed pseudo-rangesn, corresponds
to the filter’s output. Therefore, at each measwanepoch the smoothed pseudo-
rangespsn(tk) are estimated as a linear combination of the gis@anges measured at
the same epogh(tx), the smoothed pseudo-ranges obtained at theopie@ipoctpsy(tx-

1) and the carrier-phases differenced between duarahprevious epochB(ty)- d(tk-1).
Hence two multiplications and two additions areuregd to be computed on each
measurement epoch for each observed satellitectimgeys an important reduction in
terms of computational requirements. Furthermadris, donly required the storage of the
smoothed pseudo-ranges obtained on the previousumsaent epoch instead of the
whole set of measurements since the initial epbtlsome literature, this algorithm is
usually referred to as th¢atch filter.

It is worth highlighting that the above exposed RI3C approach adopts a more

conservative solution by considering the raw psenaghges at the initial epocp(to) as
the initial estimate of the smoothed pseudo-ramggls,). Anyway, ionosphere and

troposphere corrections are applied on this measme on previous steps and,
therefore, this initial estimate of smoothed psetaime can be considered as a

convenient approximation.

In eq. (4.2-12), the weight factors affecting cqoeeudo-ranges and the smoothed
pseudo-ranges (updated by the carrier-phases)naeedependentin fact, an increase
of the termMy is carried out from epoch to epoch. At the firgbeh,My is set to 1 in
order to lay the full weight on the measured psewhge. For consecutive epoc

is increased in order to emphasize the influenceahef carrier-phases on previous
smoothed pseudo-ranges. In that way, as mentioefedld) this recursive scheme uses
the noisy but unambiguous measured pseudo-rangesdier to set an “absolute”
estimation of the initial smoothed pseudo-ranget &#om epoch to epoch, lays more
reliability on the estimated smoothed pseudo-rariges previous epoch (augmented

by the carrier-phases differenced between epochs).
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B. Hoffman-Wellenhof, H. Collins and J. Lichteneggesed in [4.3] a reduction of the
weight factorl/M by 0.01 from epoch to epoch with a data samplatg of 1 Hz. After
100 seconds, only the smoothed value of the prevemoch (augmented by the carrier
phase difference) is taken into account. In thesarpents developed on these studies,
My is considered as the number of epochs on whiclonmg is continuously applied,
i.e. the number of consecutive pseudo-ranges téilaan a certain satellite that is

consecutively processed in the Hatch filter. Thanesf the weight factorle— and
k

M, _1change in an exponentially way, as shown in thieohg figure.
k
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Figure 37 Range Domain CSC schemesHatch filter's weight factors.

The recursive CSC scheme stated in equation (4.2s12upposed to improve over
time, that is, the higher the maximum of conseeuwnoothing epochs, iy, the
stronger carrier measurements information is empbédsand more efficient filtering
would be achieved. In that way, more pseudo-rangisenwould be filtered out.
However, in the next sections it will be shown tlatmulative effects caused by
atmosphere changes limit this efficiency. It is thohnightlighting that the Hatch filter
approach defined in eq. (4.2-12) is independerdlyied out for the measurement set
taken from each of the observed satellites. Thegetbe resultant smoothing algorithm
consists of a bank of parallel filters, each onénéd by the equation (4.2-12). The

following figure illustrates this procedure.
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Figure 38 Bank of parallel Hatch filters to perform a range domain CSC approach Time
differenced carrier-phases are denoted iy

In the following section, experimental outcomesl|veié shown in order to observe
smoothing effects on the measured pseudo-rangeshangositioning outcomes while
applying the bank of parallel Hatch filters.

Measurements were collected on July 19 2007 duimginutes (13:00 - 13:05). The
GPS receiver consists of a stationary station éutadt theE.T.S.I. Topography,
Geodesy and Cartographyn Madrid (Spain) as part of a GNSS stations efem
belonging toUniversidad Politécnica de MadridDbservations were taken at a rate of 1
Hz and stored in files under thieeceiver Independent Exchange FornRiNEX)
Version 2.10. These RINEX files are available afre® download on the website
http://gps.topografia.upm.es/

Since the processed pseudo-ranges were not affegtdtgh levels of measurement
noise (maybe because of the antenna’s locatioheoreceiver’'s equipment features), a
normally distributed gaussian random noise withtamdard deviation of 2 meters has

been added on pseudo-ranges in order to facilitage analysis. This idea was
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considered following the guidelines of referenc&]3vhere real experimental results of

receiver and multipath noise show variations ara2ibdnetres.

First of all, the code- and carrier-based obsepalfle. measured pseudo-ranges and
carrier-phases) taken from a certain satellite werapared. Additionaly, their changes
over time were evaluated by computing differenceswben epochs, the resultant
differenced measurements are denoted®dy = ®-Py.; andApk = pk-px-1and referred

to as “delta measurements” Why were these time differenced measurements
evaluated? Considering the above mathematical bagkd, the between epochs

code- and carrier-based measurements are stated as

(4.2-13) A®, =®, -, =ARangg +CcAb, - Al, +AT, +A®

noisg

(4.2-14)  Apy = py — Py =ORangg +cAb, +Al + AT, + AP,

Considering that the elapsed time between epochssecond (i.e. sampling rate of 1
Hz), the change in the atmosphere effects canseraed to be negligible. Furthermore,
it was previously mentioned that the noise ternecihg carrier-phases is insignificant
with respect to the one affecting code pseudo-anbeerefore, the difference between
code and carrier delta measurements can be coadidsrthe inherent noise affecting
pseudo-ranges (that is reduced when applying thehHater smoothing scheme stated
in eq. (4.2-12)).

(42-15) AIOk - Ach = AIonoisek - ACD noisek = AIOnoisek

The difference between code and carrier delta nmeamsnts stated in the above eq.
(4.2-5) was evaluated and the results are showherfollowing figure. The resultant
sequence seems to be essentially time uncorreteteéds considerably reduced when
applying the Hatch filter smoothing scheme. Mead standard deviation values were
computed on the first and the last 120 samples. ti@n first two minutes of
measurements, the mean error slightly enhancedh (B9 cm to 2.03 cm) and the

standard deviation, however, decreased from metvel Ilto centimetre level (from
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almost 3 metres to 1.5 decimetres approximately). tBe last two minutes of
observations statistical results verify the improeat over time when smoothing is
applied on the measured pseudo-ranges since the remluction is even stronger (mean

and standard deviation reach the millimetre-level).
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Figure 39 Example of smoothing - comparison between time vations in pseudo-ranges and
carrier-phases. The error in pseudo-range time variations is shewith respect to carrier phases
(i.e. ADy - Apy andAdy - Apsmy). Data were taken on July 19, 2007 during 5 minuté® error is
computed ad®, - Apsny = (O-Dy1) - (PSM-pSMk.1)-
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Secondly, the experimental results were also eteduan terms of the receiver’s
positioning. In that way, a posision error profi@s computed as the distance between
and the position estimates and an approximatioecdiver’s location (available among

RINEX data). This error in position was calculased

(4.2-16) ¢, =

es

= \/(Xap - Xest)2 + (yap - yest)2 + (Zap - Zest)2

U, —u

whereu,, = (X,,, Y. Z,) iS the RINEX location and,, = (x.., y. z..) corresponds to the

estimate. The resultant error is shown in the Yaihg figure. Fluctuations on the

position error were drastically reduced when smiogthivas applied on pseudo-ranges.
In the first minute, the mean error decreased moat one metre (from 2.634 to 1.978
metres) while the standard deviation was reducebldifya metre (from 1.518 to 1.090
m). In contrast, during the last minute of obsdaorat, although the standard deviation
decreased from decimetre-level to centimetre lethed, mean error increased a few

decimetres. This effect will be explained in th&treection.

Error in Position

No Smoothing
—— Smoothing

10

2 . . . . . . . . .
0o 05 1 15 2 25 3 35 4 45 5
Time (min)

No smoothing  |Smoothing No smoothing  |Smoothing

Mean 2.634 m 1.978 m Mean 1.581m 1.721'm
Standard Standard

Deviation 1.518 m 1.090 m Deviation 0.489m 0.044 m

Figure 40 RD CSC schemes - example of error in position estation. Effects of applying Hatch filter CSC
schemes on measured pseudo-ranges.
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4.2.1 RD code-carrier divergence

When deriving the smoothing scheme defined in dg2-1{2) any change in the
ionosphere delay between consecutive measurememh&pvas disregarded. It is
relevant to consider that such a change would g#iydoe insignificant over a few
seconds. However, as time goes by, this variaticcuraulates and might become

significant over a large number of epochs, i.ergdM factor.

In the above Figure 40, the mean error in posigstimation slightly increases in the
last minute of observations (from 1.581 m to 1.1 this deviation might be caused
by the double effect derived from the ionosphefeatfsince this goes in one direction
for the carrier-phases and in the opposite diradio the code pseudo-ranges - see eq.
(4.2-5), (4.2-6) and (4.2-12). Therefore, as a ltesithe combination of code- and
carrier-based measurement in the Hatch filter of(é@®-12), a price is paid for large
smoothing intervals in the form of positioning deions due to changes in atmosphere

effects. In some literature this effect is refet@@scode-carrier divergence

If it were possible to estimate the rate of ionasphdelay, more effective and efficient
use of the Hatch filtering schemes would be aclde#owever, this effect is usually
unknown to a single-frequency receiver and, theegfaconservative constant carrier-
smoothing timeis typically applied, i.e. a fixed maximum weigléctor My is

determined in the equation (4.2-12). When this $igecmaximum is achieved, the

factorMy is set to its initial value and the smoothing @sxis restarted.

The following figure shows an illustrative exampdé the code-carrier divergence
effects on position estimates. These experimeellts were obtained by processing
the same data used to achieve the test resultsnsimotlie previous section (Figure 39
and Figure 40). Observations were taken during Butes at midday July 19, 2007.
Different maximum for the smoothing interval (irmaximum factomMy) were applied:

10 seconds, 50 seconds, 100 seconds and the whsé&vation time, that lasts 5

minutes. Induced biases due to code-carrier divesecan be slightly appreciated
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during the last minute. The mean of the positiaoreis highlighted as the filter length
(i.,e. maximum factorMy) becomes larger. Nevertheless, fluctuations deeremith
higher filter lengths, that is, standard deviatiasfsthe error in position estimates
decrease as smoothing interval is enlarged. If atmosphere (specifically the
ionosphere) had been more active, the divergenaddwmave become manifest for a
shorter filter length.
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13:03-13:05 Smoothing 10s 50s 100s 5min
Mean 1,739 1,631 1,626 1,694 1,779
Standard Deviation 0,424 0,240 0,203 0,139 0.070

Figure 41 Effects of code-carrier divergence on position estiates applying different filter
lengths — error in estimation of position.
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4.2.2 Cycle slip drawbacks

It is worth pointing out that, in the case ofcle slips(see page 61), Hatch filter
algorithms defined in eq. (4.2-12) would fail. Anmgile check of the carrier-phase
difference between two consecutive epochs and thygpr shift multiplied by the

elapsed time may detect data irregularities sudyelg slips.

In this work, not all the available RINEX data caimed Doppler measurements.
Consequently, other methods were taken into coregide to detect these irregularities
in the processed carrier-phases. In that way, hhege in pseudo-ranges was evaluated
when no Doppler measurement was available in observdata. In case of a cycle slip
in the carrier-phases, an extremely high ‘jump’dsscontinuity was detected on the
mapped delta phases when they were compared witméasured pseudo-ranges.

Therefore, the algorithms implemented in theseistudeset the Hatch filter's weight
factor M of eq. (4.2-12) to its initial value, thathd= 1, when a cycle slip is detected.
This process fully eliminates the influence of @meneous carrier-phase data.
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4.3 Position Domain CSC

In conventional GPS receivers, techniques for abtgi the receiver's location are
derived generally from the measured code pseudgesrsince these code observables
are corrupted by noise and other error sourcdgyifi and smoothing methods are
required to achieve convenient position estimdtegeneral, the parameters of interest
in GPS (usually receiver’s position), or the domingystem errors (for example, clock
errors), or both, are time-varying. In additiong time variation is more or less
predictable. Fur such situations, the data prosgssechniques that are the most
efficient and optimal, and therefore the most appeate, are those based on the
principles of Least Squares prediction, filteringdasmoothing, specifically a recursive
algorithm called the&kalman filter. Such a filter provides optimum estimates of user
position (even velocity and local time) based ons@ostatistics and current GPS

measurements.

As well as changes in satellite-to-user distana#®ymation about variations in the

position of the GPS receiver can also be extraftted carrier measurements when they
are differenced over time. In the last two decadesegral lines of investigation have
posed modified Kalman schemes that also incorparateer-phase measurements to
compute the navigation solution (see reference8|,[44.11], [4.14]). According to

these works, some techniques for integrating pseaniges and carrier-phases as
observables in a Kalman filter have been studidw: iflea is to treat a carrier-based
measurement as a position difference observableelet previous and current time
epochs, hence current as well as previous positiflimation needs to be included
among filter's states. As a result, a positionaté#hce can be derived, that is directly
observable by the phase difference measured bettieeprevious and current time

epochs.

In this section, a general view of the conventidkalman filter used in GPS receivers
to compute the navigation solution is exposed. Theeathods that integrate carrier-

phases together with pseudo-ranges are posed kbyndeing modifications in the
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conventional Kalman configuration. Additionally,etformulation of the “observation
equations” is also described, as well as the mmatiins made on the “measurement

models” to incorporate the new carrier-based olzdses.

4.3.1 Position determination using Kalman filters

The central problem for the GPS receiver is theipeestimationof position, velocity,
and time based on noisy observations taken frongdtieered satellite signals. This is,
in fact, an ideal setting for Kalman filter schemes

This filtering scheme was firstly introduced in D96n a paper written by R. E. Kalman
[4.17]. He described a recursive solution of thecite-data linear filtering problem.
The idea revolved around the estimation of a rangomeess with prior knowledge of
its dynamics and the statistical nature of inheremors. Additionally, external

observations were also considered to reach firtenates.

Advances in digital computer technology made ittle to consider implementing this

recursive solution in a number of real-time apgiaas, such as GPS.

The design of Kalman filters requires knowledgettie dynamic behaviournof the

random process to be estimated, that is, the G&3Sver motion described at least by
its position. Furthermore, a linear relationshigween the “state” of the process (i.e.
position and maybe velocity, acceleration, jerk dodal time) and the gathered
measurements need to be established so that theibehof the process can be thought

as “observable”.

In the following sections, these aspects are tligatly defined by means of
mathematical models. Subsequently, position deteatioin regarding to these models is
described by means of the conventional Kalman dhlgorand the equations of the GPS
positioning Kalman filter are introduced.
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Dynamics of the observed random process: The GPSasver

In terms of GPS, the random process to be estimat#te receiver platform motion.
The dynamic behaviour of this process can be derbye a Taylor series expansion
about the true position of the receiver. luetepresent the receiver (asel) location;

then at timd, shortly after timey, the receiver will be at

(43-1)  q)= U(t0)+dL(t)

corresponds tovelocity, 1d0*(t)  defines the system’s

21 dt?

where the ternfid(t)
dt

t=t, t=t,

is thejerk. The terms following the third derivative are

t=t,

accelerationand 1 9u°(t)
3 dt?

usually considered negligible.

It is worth highlighting that the determination wdn-negligible terms depends on the
system being modelled. In the case of most GPSsupesition and velocity change

relatively slowly over the time period of obsereass, hence the estimates are
reasonably close. The same may not be true foleaatien or jerk in some cases such
as aircrafts or racing cars. Following the guidedinstated in reference [4.9], an
assumption is often considered in terms of a caonstalocity receiver's movement;

acceleration and jerk are therefore supposed tamdugigible. The resultant model

derived from the one defined in equation (4.3-adikes a rectilinear motion

(4.3-2)  uf)=ult,)+ d:?) k-1,
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Considering that GPS positioning usually consistaothree dimensional process, at

least, three equations analogous to (4.3-2) neduetsolved for the three unknown

coordinates of receiver’s positiart) = |u, (t),u, (t),u,t), that is

Furthermore, if velocity coordinate&U(t)_ d“x(t),duy(t),d“z(t) need to be also
dt dt dt dt

estimated, a total of six differential equationgahéo be solved. Considering the above

mentioned constant velocity model, the ensembledifferential equations that

determine the GPS receiver's movement will be

o =0 ()4 duc;(t(t) ) (-t dt:jxt(t) _ dl:jxt(t)t:to
3 du, 1) au, (1) _ d 1)
B R e o
u du,(t) _ du,
u,(t)= Z(to)+ddzt(t) (t-t,) dt(t)_ dt(t)t:to

In order to develop the formulation of a Kalmantefi state space modéefsare
considered since they are better suited for compieulation in the case of n-th order

input-output differential equations.

In that way, a system’state-vectorx(t)Ov, will determine theprocess statusit any

time, that is, the unknown navigation solution. Bestand-alone GPS model, this array

usually consists of three position states and tleokcstates in its most basic form.

2 Thestate space modetpresents a physical system as n first orderledugifferential equations.
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According to reference [4.9], this 5-state modeldsal for a stationary receiver (i.e.
constant position). Anyway, overlooking possibléamcements in this model an 8-state
model has been considered in these studies byratieg three velocity states.
Therefore, the GPS model of receiver's motion Wil defined bysix system states

three coordinates of position =(u,,u,,u,) and three coordinates of velocity
v=(v,.,v,,v,) considering a 3-D reference frafheAdditionally, receiver clock offset

and receiver clock drift are also considered agesystates. It is worth highlighting that
both clock offset and drift are determined in urofslengths (i.e. multiplied by the
speed of light in vacuunc). In the following studies, clock states will benitted
focusing in the position and velocity state-models.

The continuous state modeadf a random process is reasonably general in féththat
Is required is that the process under considerdd@related tavhite noisevia a linear
differential equation as

(4.3-5)  x(t)=Fx(t)+Gnlt)

where x(t)0V, is the vector of process states that embodiestiposand velocity
coordinates and its derivative is denoted by axfQtv,. Perturbations affecting the
ideal “noise-free” behavioux(t)=Fx(t) are considered in the vecteit)ov, and

referred to aprocess noisdlt is worth highlighting that Kalman filters arermulated
assuming that the process noise is time-uncorcelaith a gaussian probability density

distribution. Thereforen(t) is assumed to be an arrayvafite-noise driving functions
The white noise componenf{t)dv, can be considered “coloured” by defining a linear
relationshipcoOm  that relates it with the process model. According[4.9], an

appropriate stochastic model for the GPS receiwvaian defined in (4.3-2) might be an

integrated random walk modas shown in the following Figure 42.

The reference frame considered for the computatidhbe the earth-centered, earth-fixed (ECEF)
frame.
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Figure 42 Diagram of the integrated random walk model for po#tion and velocity states —
time and Laplace domains

For example, if the system is considered to benddfiby a 6-state position-velocity

model x(t)=|u, (t)u, (t) u, (t), v, (), {t).v, ()] . the ensemble of differential equations

related to the above integrated random walk masagven by

u,(t)=v, (t)+n, (t)
0,0)=v,6)+n, ()
It =v (t)+ t
(43-6) X(t) @:Fi(t)+Gﬁ(t) uz() Vz() nuz()
dt v (t)=n, (t)
v, (t)=n, t)
v,(t)=n, (t)
0 0 01 0 O] 10 00 0 O] n, (t)]
000010 010000 n,, (t)
t
where - _{0 00001 /00100 o:|6 and 4= n, (t)
000000 000100 n, (t)
000O0GO0DO 000010 n,, (t)
0 000 0 O 0 000 0 1] n,(t)]
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In GPS positioning, measurement constraint allobseovations of receiver's motion
only at certain points in time. Therefore, the msx model defined in (4.3-6) must be
specified in the discrete-time domain. Considesagiples of this process at timgs t

t1....t. the solution of (4.3-6) at timg:§ may be written as

(437 ®(1)= Al b Ra)+ [ Al 7)B(R(dr

The discretization of the physical problem expase@.3-6) is given by
(4.3-8) X, = A X, W, discrete-time state model

%, =Xt )0V, and x,_, =x(t., )0V, are the process state-vectors at tineand t

k-1
respectively. The vectar, =n(t, )0V, corresponds to the noise affecting process states.
According to reference [4.15], the sequenegsare also white noise with known

covariance structures given by

4.39)  Eww]= {gk’ ii;f

Additionally, A OM . relates the state-vectors, and x, in the absence of noise.

n

This matrix corresponds to the solution of theterministic portionin the system (4.3-

6) and is called thetate transition matri¥or the time-step from, , tot,. SinceF
matrix has constant coefficients, can be written by analyzing the Taylor Serieshef t

exponential function as

- — — oFt — — 2
(4.3-10) Aft,,.t,)=A =e -274 +RLE Tt

- (FU' F I:—?’t3+...
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Considering that the ternt&, F°, ... cancel the state transition matrix is defingdHhe

mathematical expression stated above

1004 0 O]

0100 At O

(4.3-11) A =ef ) =1 +F(t, -t )= 1 +FAt 001 0 0 At
Ao oo 1 0 o

0000 1 O

0000 0 1]

Whereat is the elapsed time between epochs of observgtioandt, .

Evaluation of thestochastic portionof (4.3-6) is made by deriving the covariance

matrix Q, associated with the process nowe - this matrix was previously defined in

(4.3-9). This procedure may not be obvious; follogvthe guidelines specified in [4.9],

process noise covariance matdan be obtained by

Q.= el = e{[" Aty leleeh [ al.alolrinizion] |

ty

@342 [0 [ Al el (A" (7)o" (ragan
=[" " Al Qe ()] (1 n)dgdn

The mathematical expectati@ji(é)a” (7)] is known as thespectral density matrix for
the process noisén fact, due to the fact that the process nasassumed to be white,
E[ﬁ(f)ﬁT(/y)J is defined as a matrix of Dirac delta function®km from the continuous
model. Assuming independence of velocity in ternigposition errors the spectral

density matrix is given by

[q, 0 0 0 0 O]
0 g 0 0 0 O
(4.3-13) E[ﬁﬁT]: 0 0 g 0 0 O
0O 0 0 g O O
0 0 0 0 g O
|0 0 0 0 0 gq,
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The termsy, andq, in the matrix (4.3-13) correspond to the commoecsal densities

of process noise, =n(t, )0V, for all the position and velocity elements, resjety

(see theintegrated random walk modsbecified in Figure 42). In general, spectral
amplitudes associated with process noise are rawknin these studieg, andq, were

chosen heuristically following guidelines specified[4.14]. In fact, experiments were
developed with GPS data collected by stationareivecs, these parameters were

therefore specified at extremely low values arod0033.

Then the process noise covariance matrix, is deriram equation (4.3-12) and is zero

except for the following elements

(4314 Q =EWW]=[" At.mEfnT]A"(.n)dn

At? At?
{CIL.A'[ +q, 3]|3 (qv 2]'3
Q = E[WWT]= A2
(qv 2)' 3 (qvAt)I 3

I3 is the identity matrix of size 3.

In conclusion, the GPS receiver motion is defingdaldiscrete-time state space model

given by
(4.3-15) X, = AX _ T W,
(1 00 At O O
3 2
0 l 0 0 At 0 {quAt+qv;]l3 [vA;]3
001 0 0 At -
Ao 001 0 o Q. =efm’]- At
(q\/ JI 3 (qvAt)l 3
000 O 1 O 2
000 0 0 1|




105

Where thestate-vectok, OV, embodies, in this case, position and velocity coates
and theprocess errorw, [0V, consists of white noise sequences affecting eédheo
system’s states. Spectral amplitudes of these rseigaences are defined tyy, g, and
process noise covariance matroorresponds t@, OM . . Additionally, the state-
transition matrixA 0OM . relates state-vectors of consecutive measurenpaahs in

the absence of noise; being the elapsed time between the considered epochs.

For example, let's consider a 6-state state veitiar embodies position and velocity

coordinatesk = (u,,u,,u,,v,,v,,v,)" . If the sampling rate is 1 Hz, that is, the estioma

yr1 ¥z
of the process states will be computed at eachnsecbobservations. In any step from
epoch t; to epochgon which the elapsed time is a second, the recenation will be

defined by the following discrete-time state spalel

100100
010010
X, = AR +W, pof0010001
"lo0o0100
000010
00000 1]
o+ o o & o o
3 2
0 g+ o 9 9
3 2
0 0 q+x g o &
Qk:E[WWT]: q 3 2
9 0 0 0
5 a
a
0 S 0o 0 0
> a
a
0 % o o
i 2 W]
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GPS measurements and receiver’s motion mathematicetlations

GPS code pseudo-ranges can be considered as raagurements of satellite-to-user
distances (orange3. In fact, a mathematical relationship between theeiver’s

coordinatesy = (u,,u,,u,) and an individual pseudo-rangetaken from a certair-

x1 Yy

satellite at any epoch of observations can be défas

(4.3-16) pW :\/(sg") —ux)2 +(s(yj) —uy)2 +(s(” —uz)2 +ch, —chl!

z

Where 9=(5,9,59,59) corresponds to thissatellite three dimensional coordinates. It
is noticed that the real geometric distance betveaggllite and user is given by

(4.3-17) W) :\/(Sg) —u, P+ (s v, f (s -0, )

This is thebasicrange equationin which the geometric rang®) is a function of the
satellite and receiver coordinates, that are tmarpaters of interest (see Figure below).
For simplicity, references to the time epoch hagtleen considered in the equations

above.

' s9ty)

u) O

Figure 43 Geometric range between a GPS satellte and the m@ger. The receiver
coordinates are parameterised as Cartesian cowdiamponents in the same reference system as
the satellite coordinates.
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In the case of GPS, the coordinates of the sa&eldre assumed to be known. In fact,
these positions are typically evaluated from thealdcast parameters within the

navigation message (ssection 2.3.3

In the equation (4.3-16), the receiver clock exdy and satellite clock erras.b; are
generally considered to be “nuisance” parametethesdo not appear explicitly in the
basic range equation (4.3-17). However, it is neglito include these parameters in the
GPS model equations in order to account for thesoreanent biases present in the data

being processed.

As well as satellite coordinates, satellite clockoes are assumed to be knowrbp,
because they are generally evaluated with the didhe broadcast navigation
parameters. In contrast, the receiver clock ermeds to be solved to achieve an
absolute estimation of receiver's position. As nmreéd before, conventional GPS
Kalman filters consider this parameter as an unkngvarameter together with
receiver’s position coordinates. Anyway, it will Ineentioned in subsequent sections
how the effect of these clock biases can be suppdedy forming measurement

differences in order to construct observablesdhatto a large extent, free of biases.

Moreover, atmosphere effects are not consideredusecionosphere and troposphere
corrections are generally applied on measured psemges. In fact, the algorithms
performed in these studies apply these correctjoss before pseudo-ranges are

processed in the Kalman filter.

As well as in the case of receiver's dynamicsljstrete-time measurement modtieht

relates process statgs=(u,,u,,u c.br)24 with pseudo-range observables can also be

x1 -y ¥z
specified from the mathematical relation posed4r8-6). However, in the case of
Kalman algorithms, linear relationships are reqliaed that is not the case. In order to

obtain a linear system that mathematicaly relatexgss states (i.gosition) with

24 Conventional Kalman filter models include clockeeras a system state in order to solve for ihéfre
are enough satellites
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measurements (i.pseudo-ranggs the geometric relationship (4.3-16) is “linead

about an approximate receiver’s position.

For any given functiop = h(x), a certain valu@(x) can be approximated if it is near a
known point. The most basic requisite is that, whe(x) is the linearization offi(x) at
the known poink=%, h(X)=h(x). The general form of the linearizdux) is the
equation of a line given bl (x)=K +Z(x-H) where(K,H) is a known point and is
the line’s slope. Hence, using the po{rth(x)) h (x) becomes, (x)= x+M (x-h(x)).
Because continuous functions are locally lineag,libst slope to substitute in would be

the slope of the line tangenthx) atx = X. Therefore, the equation for the linearization

of the functiorp = h(x) at x=x would be

(4.3-18)  h.(x)=h(x)+h(x)(x-x) whereh(x)=h(x)

Whereh(X) is h(x) at X andh'(x) is the derivative oh(x) evaluated iX, that is, the

slope ofh(x) atx . Therefore, the linearization of a function cop@sds to the first

order term of its Taylor expansion around the pofrihterest.

In the linearization of the geometric relations(¥@B-16) an approximation of receiver’s
states is chosen such that the error in this appetion regarding to the real receiver’s

location is small compared with the pseudo-rangasmeements. Thereforg1v_ is an

“a priori” estimation of the process state-vectaséd on all that the receiver knows

about the process prior to the current epoch. Aafditly, the termh(x)=0V,,

corresponds to a vector adifiticipated pseudo-ranges derived from this a priori state-

vector and h,(x)= p0OV, embodies the current pseudo-range measurementsllyfi

the termh'(X)OM ., is a matrix obtained by simply evaluating the jpaderivatives of

mxn

(4.3-16) about the considered approximate statewec

As a result, a new linear system of equations isinbd that relates th&tate-vector

errors (x-x) to pseudo-ranges. For example, if the state-vector embodies pasitio
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coordinates and receiver clock offset »a(ux,U,U;C.n) and the approximate state-

vector is defined byﬁ:(ﬁx 0,,0,ch ) the resultant system of equations related to a

y My Mz

certain satellit¢ would be

_ _ (i) (i) (i) (i)
(4.3-19) =g | P P PT P g
&, A, A, &b

X y

The partial derivatives are defined as

" _-(s)-1,)

X, )

5,0(j) _ _(S(yj) _Gy)
(4.3-20) a, o

" _ (s~

&, 90

(i)
op -1
ach

r

In fact, 0= [()-gf+()-af+()-af is the geometric distance (amnge

between j-satellite position s¥=(s,%,59,59) and the anticipated user position

a:(ax,ay,az). Actually, more than one satellite is observe@ach of the measurement

epochs. Therefore, the linear relationship betwaeeiver's position and each of the

obtained pseudo-ranges becomes

B 5,0(1) 5,0(1) 5,0(1)

(4.3-21)

@ |50
P _| B 1

= Ha, @, a, |x-%)
(m) "'(ITI) . . . 1
AL e & &

The matrixH in equation (4.3-21) is called tmeeasurement matrixand describes the

ideal, i.e. noiseless, connection between measunsraed process states.
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State-space models are also considered to spdmfialbove measurement model in
terms of Kalman algorithms. Therefore, the corresiing discrete-time measurement
model to (4.3-21) will be

(4.3-22) z. =7 +H,(x - % )+Vy,

Where x, OV, and z, OV, are the actual state and measurement veckpfsV. and
z, OV, are the “anticipated” or approximates for statel amasurement vectors. As
well as the process noise 1V, in (4.3-15), the random variabig [V, represents

the measurement noise that is considered as a piuitess than can be “coloured” by

defining the linear mathematical relatio M., . The measurement matrix
H, OM,,, embodies the partial derivatives of (4.3-16) witspect to the state-vector

x and the matriyY would contain the partial derivatives of (4.3-16}h respect to the

measurement noise

As mentioned before, both process and measurenuesgsnare assumed to be white
and to have known covariance structures. Furthexntbiey are uncorrelated to each
other, that is, the cross-correlation between tleerero. Hence, the covariance matrices

are given by

(4.3-23) E[kav;]:{gk' ii;: E[VKVT]={§“ ii;': Ewy|=0 ok

It is worth highlighting that the covariance matRxis typically defined based on the

particular design of the receiver device and tretesy (e.g. the signal bandwidth or the
received signal power). In these studies, followihg guidelines stated in reference
[4.9], the errors affecting measurements taken faddferent satellites are assumed to be
uncorrelated, that is, the matriXis defined as diagonal. The variance of the emor i
pseudo-range measurememtss determined by taking into consideration a boaadl

parameter within the navigation message. This pat@mnis referred to ddser-Range-
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Accuracy (URA)and corresponds to the contribution to the rangasurement error
from an individual error source (apparent clock apthemeris prediction accuracies).
When the variance of the receiver measurement nsisemehow known, it is also

considered on the covariance matix

For example, let's consider the GPS data procesesegreviously mentioned
experiments. As it was said, this data was coltecte July 19 2007 at a rate of 1 Hz.
The receiver was a stationary station located @Eti.S.1. Topography, Geodesy and
Cartographyin Madrid (Spain). For example, in the first miaudf observations (i.e.
after 60 samples) a total of 8 GPS satellites wesible in the sky. Anyway, it will be
considered only 5 of them to simplify the mathegsaltexpressions — as shown in the

following figure.

Figure 44 Example of satellites visibility- July 19, 2007 - 9:00 am

In the 6" epoch of observations, the considered approxistate-vector is denoted as

Xs0 =(Ux60,ﬁy60,0260,c.5r60). In this example, it is only considered the thpssition

coordinateguy, W, U;) together with receiver clock offset.
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Additionally, satellite positions and clock corrects are computed at each epoch of

observations and are denoted by

(10) (10) (10) 7]

SX 60 Sy 60 SZ 60 C bSG:LO0
St S S0 ch.gy
Gelsf 5f B <ol
8 sl cn
BN on?

The discrete-time measurement model for this titap will be determined as

Zgy = z60 + He(xeo - 260)+VV60

The actuaktate vectoin the previous equation is considered as

Xeozl,uxeo Uyeo Uszeo reo] 0V,

and themeasurement vectatsyo embodies the code pseudo-ranges obtained in the
current epoch.

[,060 :060 pao) :Oe(so peo ]TDV

Moreover, the computed satellite positions andicltamrections are processed to obtain

theapproximate or anticipated measurement veawor

q”ééo) +C. b -C bsSOO)
B0+ chy -,
Zgo = q”ég) +C b —C bséo)
)

+ch,, —ch 2

_Wé§5) +ch,,, —cb,®

S60 |

Where, in the case of each satellite,dhécipated geometrical range computed by

q-Jé(J)) :\/( ESQ_UXGO ( 60 yao)2 ( 60 260)2
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It is worth highlighting that other biases affegtipseudo-range measurements need to
be taken into consideration while computing theragimate measurement vecky, if
they are known in advance or can be predicted guiwe data processing. In these

studies, atmosphere corrections are applied omtesured pseudo-ranges in previous

steps so these biases do not need to be considered.

Finally, the measurement matrix is obtained witk #id of the computed satellite

positions and the approximate state-vector

- (ngf) B l—Ixfso) B (SYS(;]) B L-I\/eo) - (Szgsls) _ ﬁzﬁo) 1
e e
Hgo = 1|0Mg,,
- (Sx53205) - l-'Txao) B (Sygjzos) B UYGO) - (522205) - l-jzeo) 1
ST T Y

The covariance matrix of error affecting pseudogemnwas determined by considering
as independent sources of error: the clock dewigficerrors in the ephemeris
parameters, and the receiver measurement noise/afiagce of the measurement noise
was considered in the range of a few meters folignguidelines stated in reference
[4.9]. For example, experimental outcomes have shtvat, when a gaussian white
noise component was added on pseudo-ranges wttdndasd deviation of 2 metres, a

measurement error variance 6h¥ provides good approximations in test results.

c® 0 0 0 0
0o ¢ 0 0 o0
Ro,=| 0 0 o¢? o0 0 where gll) = 3xURA\l) +3?
0 0 0 d¥ o coge_ e
0 0 0 o)
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Kalman filter equations

Once, both GPS process and measurement modelpecdiedd. The Kalman filter
equations can be introduced. As mentioned beftwve,Kalman filter is a recursive
estimator; this means that only the estimated p®states from the previous time step
and the current measurements are needed to cothmguéstimate for the current states.
As well as the Hatch filter, no history of obsereat and/or estimates is required.

Generally, Kalman filters are purely defined in tlree domain.

The state of the observed process is representée iiorm of two variables denoted by

X, and P, . The estimate of the state at time k is storeq irin addition, P, corresponds

to the error covariance matrix a measure of the estimated accuracy of the state

estimate. Therefore, the smallér elements are, the more accurate the state estimate
are. The notatiorx, represents the estimate x@fat timety given observations up to,

and including the initial epoch of tintg

Basically, a Kalman filter estimates the state ofdabserved process (i.e. the GPS
receiver motion) by using a form d€edback controlthe algorithm uses the state
estimate from the previous epoch farédict’ an estimate of the state at the current
epoch, provided a dynamic model of the states. [Tih@btains feedback in the form of
external noisy measurements taken at the curremthedn that way, measurement
information at the current epoch is used ¢orfect, refine or filter the prediction in
order to achieve a new more accurate state estifoatde current epoch, provided
some functional relationship exists between theestad the measurements. Therefore,
the equations for the Kalman filter are processedtwo different phases: the
“predictiori or time updateand the torrectiori or measurement updat&he time
update is responsible for “projecting forward” (pagating or predicting) in time the

statex, and error covariancg, estimates to reflect the effects of dynamics diee.

The measurement update is responsible for the igired refinement” with the aid of

information provided by external observations oasweements.
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Furthermore, measurement update utilizes a weighfimction, called theKalman
gain, which is optimized to produce a minimum error vace. For this reason, the
Kalman filter is called an optimal filter. Moreovehis filter is structured to produce an

unbiased estimatéy terms of linear system models.
Time update — Propagation or Prediction step

In the Kalman time update, an initial estimatelsf process state and error covariance
is “predicted” based on all that the receiver kn@lisut the process prior to the actual
epoch. These prior, @ priori, estimates will be denoted in the following mathéoz

expressions a& and P, where the “hat” denotes estimate and the minugrseppt

identifies estimates prior to assimilating measweet® at current epoch. In that way,
both state and covariance apgdpagated from the previous epoch to the current one
according to the dynamic model (4.3-15). The emmothese & priori” estimates is

defined asg, = x, - x; and assumed to have zero mean. The predicted aavariance

matrix is defined a®_ = E{ek‘ek‘T}.

Under these circumstances, K&man time update stefs determined by the following

matrix equations

(4.3-24) X = Ax, A priori estimation of state

(4.3-25) P =AR_A" +Q, A priori estimation of error covariance matrix
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Measurement update

After the time updateephemeris dafd gathered from satellite signals is extracted from

navigation messages to allocate satellites withgirtorbits. Using the time updated

receiver position contained in the “a priori” sta&imatex, , an “anticipated” pseudo-

range measurement is then derived for each of Hoeated satellites taking into
consideration the basic range equation stated.811@). Differences between measured
and anticipated pseudo-ranges are evaluated im todminimize the estimation error.
These differences are callessidualsor innovationandreflect the discrepancy between
the current measurements and the anticipated éwesrding to [4.9], a linear blending

of the noisy measurements and the anticipated isreggplied in accordance with
(4.3-26) % =% +K,(z - H,%)

The vectorX, is called theupdated estimatand the difl‘erence(zk - ka(,:) embodies

the above mentionerksiduals,where z, are the measured pseudo-ranges ldpg,

corresponds to the anticipated ones.

The Kalman filter thus adjusts the estimation otegn’s statest, to minimize the
residuals by means of the weighting functtopnlM ... This matrix is called the

Kalman gainand it is normally obtained by meansminimum mean squared error
criteria?®. According to reference [4.15], the minimizaticen be accomplished by first

substituting (4.3-26) in the definition of theeasurement update erref =x, - X, .
Then, the resultant expression is substituted th# covariance matrix expression
B = ElekekT] and the mathematical expectation is performed. Kagnan gainK

matrix is finally obtained by taking the derivatioé the resultant trace with respect to

% GPS satellites include ephemeris data in the tasidsignals, this set of parameters can be used to
accurately calculate the location of a GPS sagddlita particular point in time. They describeghth that

the satellite is following as it orbits Earth.

26 A minimum mean square error (MMS&)proach minimizes the mean square error, théiégsamount

by which an estimate differs from the true valuehaf quantity being estimated.
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K, setting the result equal to zero, and then sglfan K (i.e. looking for the minimum
mean square errde, = ElekekT]). For more details, see reference [4.9]. One fofthe

resultant matriX’ is given by
(4.3-27) K=RH(HPH +R)

Therefore, according to equation (4.3-26), when rtfeasurement error covarianBe

approaches zero, the actual measurenzgnis “trusted” more and more, while the
predicted measurement, X, is trusted less and less. On the other hand,eee phiori

estimate error covariand® approaches zero, the actual measurement is triesed

and less, while the predicted measurement is ttuatae and more.

Under these circumstances, tkalman measurement update stépfinally defined by

the following matrix equations
(4.3-28) K=RH (HPH +R]"  Kalman Gain

(4.3-29) X =X+ K(zk -H k)?,:) State measurement update

(4.3-30) PR = (I - KHk)Pk_ Error Covariance measurement update

The resultant adjusted estimatgsand P, are the navigation solution output to the user,

they are also fed back to the dynamical model peae then this recursive estimation

process.

" Kalman filter equations can be algebraically makifed into several forms. Equation (4.3-27)
represents the Kalman gain in one popular form.
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In conclusion, the specification of seven basienglets defines the Kalman filter to the

extent that it can be implemented as

K\\ Measurement Update

“Correction”
Time Update
“Prediction” X
1) Compute the Kalman gain
i K =R H, (HAH+R)
1) Project the state ahead — Mk Mk kk Tk Rk
)A(‘: = A)A(k_l 2) Update estimate with measurement z
2) Project the error covariance ahead )?k = )A(;: +K (Zk -H k)A(;:)
Pk_ = AquAT + Qk 3) Update error covariance
R=(1-KH R

Initial estimates of X, _;
and P,

Figure 45 Kalman filter recursive algorithm — matrix equations defining this filtering scheme.

x andP are the state vector and state covariance mdthie.gate transition matrixA

and thecovariance matrix of system’s errQ are determined in terms of the modelled
system dynamics. The vectar contains the measurements used while computing
navigation solution. Additionally, measurements typdrations are characterized by
means of their respective covariance maRjxand mathematical relationships between

states and measurements are specified imdgasurement matrix.H

The recursive Kalman algorithm is first initializedth rough approximations of the
system'’s states. In most cases, the initializatiata had been stored in receiver non-
volatile memory when the equipment was last turoidOn these studies, a rough 3-D
trilaterationmethod (Bancroft algorithm) has been used to deter a rough position

and time estimates on the first epoch of obsematimitialization notwithstanding.

It is worth mentioning that thimitial uncertainty specified in the covariance matix

that is associated with the errors in the stateresion, is initialized as a diagonal
matrix with large diagonal elements. Values havenbeonsidered according to the
guidelines of reference [4.14], as the seed positar the system is provided by a

Bancroft algorithm, position error states were assth to have initial variance of (100
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m)* and the velocity error states were consideredate fan initial variance of 2x(100
m/sY .

For example, let’'s consider the process-state ipasrelocity modelx = (Ux Uy Uy Vi Vy
V,)". The initial position and velocity are assumed ¢onbt known perfectly; therefore,
the covariance matrix should be initialized witkwtably large number. Following the

guidelines stated in reference [4.14], the initaVariance matri® could be

[1000 0 O 0
0 100 O 0
1000 0
0 200> O
0 0 2100®> O

0 0 0  2(1002|

o O O
o O O O

o O O O
o O O O

Hence, in this initial time step, the Kalman filteill then prefer the information from
the first measurements over the information alreabvided by the model since the
variances embodied in the covariance matrix P ateemely high — as mentioned
before, this matrix represents a measure of thmattdaccuracyof the state estimate,
it its elements are high quantities, the estimaiezliracy will not be quite good. In the
experiments performed with the GPS data obtaineduwy 19, 2007 the P matrix

obtained after the first state estimation was

[1.935 0070 1998 0
0.070 0465 0062 O
1998 0062 3700 O
0 0 0 20000 O
0 0 0 0 20000 O
0 0 0 0 0 20000

o O O

iy}
1
o O O O
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After five minutes of observations the covariancatn® obtained after the 3tCstate

estimation was

[0.152 0.011 0.122 0.007 0O 0.004]
0.011 0057 0003 O 0004 O
0.122 0.003 0260 0004 0 0.010
0007 O 0004 0001 O 0

0O 0004 O 0 0001 O

10004 0 0010 O 0 0001

Pyoo =

Therefore, as the variances of the error in thte statimation decreased (i.e. P matrix
elements decreased), the Kalman filter trusteddedsless the measurements, while the
filter relied on the state estimations more and endfurthermore, the initial P

“diagonality” is lost, that is, the initial assungot of uncorrelated state-estimate errors
is not trusted by the Kalman filter and some catieh appear among errors in the

different state-estimates.

According to Figure 45 the covariance matrix esteri® depends on the measurement
noise affecting pseudo-ranges (R matrix) and thecgss noise affecting receiver’s
movement (Q matrix) together with the current setneasurements and satellites

layout in the sky, as determined by thematrix.

According to [2.1], the two key benefits of applgiKalman filtering schemes are the
possibility of operating even when only a partiat ef measurements is available and
the adjustment of state estimation in order to Wetge effects of measurement noise.
This type of filter provides a navigation soluti@wen in the case of low visibility

environments. Furthermore, as the measurement imussases, the filter decreases the
weights of the measurement information while redymore on the user state estimates.
When the noise variance decreases, the filtezesilthe measurement information more

and relies on the estimates less. This is, in fastnoothing filtering algorithm.
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A flowchart showing the main steps on the Kalmatursive algorithm used in GPS

positioning is shown in the following figure.
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approximate receiver PVT

%ap

Use approximate PVT in
Is =17 dynamical model
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)
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“Time update”
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extracted from Navigation
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I

MEASUREMENT MODEL
“Measurement update”
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-1
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k=% +K(z -HX)
R=(-KH )R
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NAVIGATION SOLUTION
Adjusted propagated user states PVT
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Figure 46 User Position-Velocity-Time (PVT) determination withKalman filtering
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4.3.2 Modifications to incorporate carrier-phase masurements

As mentioned before, the change in carrier phagestone can provide a fine trace of

“noise-free” pseudo-range variations. Previoustynslinear equations relating pseudo-

ranges and positionwere posed; in this section it will be shown thatimates about

GPS receiver location can also be obtained fromezadrased measurements.

Let’'s start by assuming an individual carrier-phassasurement taken from a satellite,
sayj, at a certain time stefp. As stated before in equation (3.3-17), the mathmealat

model related with this measurement is defined by

(4.3-31) o, )=wi(t,)+ch (t,)-cb(t, )+l ¢ )+ND

S atm

Only the geometric rangew! = /(s -u ) +(s) -u,f +(s0) -u,}’ contains the

coordinate parameters of interest in GPS positgniline unknown receiver position is
u = (u,W,u) and the location of satelliteis identified bys?=(s,?,59,s%) that is
derived from navigation parameters broadcast on Sé&ls.

The above non-linear mathematical relationship-84Blinks receiver position at any

epoch with carrier-phases’(t, ) , derived at the same epoch. As mentioned in ehapt

3, all biases (atmosphere effedl?ﬁ{r)n, ephemeris and satellite clock deviaticn.t:é"),

etc.) basically influence both the pseudo-range eardier-phase observations by the
same amount (despite some frequency-dependenttsefiecterms of ionosphere).
However, only the carrier-phases contain the amtyiduas N), which is a constant

for a satellite-receiver pair as long as the imant remains locked onto the satellite.

Depending upon the level of accuracy sought, thimwa GPS biases and errors may be
considered significant or not, and different opsicere used in accounting for these
effects. According to reference [3.5], the standagproach to GPS phase data

processing is to construct new observables byréifieing carrier-phase measurements
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in such a way that some (or all) the clock biases eiminated, and the impact of
several other measurement biases is significaatlyged. Several differencing schemes

have been considered by researchers, the figuogvlslows and illustration of them.

S2

’ ~ N
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P k ‘%’3 iy o
& \\ Epoch ty.1
| / Beyy, <8
B, / ®en %
ites / _- -
i
‘\\ // /// | One-way
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| - ’Vers 1
/ — |
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Figure 47 GPS measurement differencing schemes

Differences between-receiversay (almost) suppress the effects of satelliteckclo
errors. The differences are formed between obsenstaken by two GPS receivers to
one satellite, at the same epoch (see Figure 47eabievertheless, the transit time of
the satellite signals are not equal because ofdifierent satellite-to-user distances
(according to [3.5] this difference may be up tmillisecond for a distance of 300 km
between receivers) and satellite clock errors cintierefore, completely cancel
because they may refer to different transmissiores. However, as the satellites use
stable atomic oscillators, it is usual to assunae tihe satellite clock errors are identical
and thus cancel when the between-station differenéermed. As a result, remaining
clock bias terms are the “between-receivers” cleabrs and the “between-receivers”
cycle ambiguity. Influences of the orbit error ternihave approximately equal
magnitude and will therefore cancel in betweenikezedifferencing (according to
[3.5], this assumption becomes wrong with incregseteiver separation). However, in

this differenced approach, ambiguity estimatesstilerequired to be solved.
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These studies have been performed with measuretalegrt from an individual GPS
station. Therefore, it was not possible to comphgeveen-receivers differences and
other differencing schemes needed to be considéfed.example, bias parameters
which remain constant with time may be eliminatgdfbrming the between-epoch
difference (the well-known time-differenceor delta-measurement Moreover, the
common receiver clock bias can be eliminated byfedshcing simultaneous
measurements taken from different satellites. bt thay, adouble-differencecan be

obtain by formingoetween-epochndbetween-satellites differences

Double-differenced carrier-phases

When the system do not have enough observatiogesnerate an instantaneous position
and clock estimate, position errors from a filteattincludes clock states would be
adversely affected. Since measurements from diffesatellites that have been taken
simultaneously are affected by receiver clock ea®ithe same wapetween-satellite

differencescan be formed to eliminate this common clock offsete considered

observations are taken simultaneously by one GB&wver to two satellites (see the
previous Figure 47). Considering two simultaneoagier-phase measurements taken
by the same GPS receiver from two observed satllihe difference between satellites

can be written as
(4.3-32) 0o, )=, )-0W(,)

where the operaton identifies a between-satellite difference and $luperscript)l
corresponds to the considered satellites (bktj)g Remaining clock bias terms are the
“between-satellite” clock error and the “betweeteliie” cycle ambiguity as shown in

the following equation

(4.3-33) 00, )=w0f,)- w0 () -opl 1) -0 ) NU -NO 00, 1)

S
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As a result, receiver clock error has been suppdedsowever, ambiguity estimates are

still required for each of the satellite measuretsien

Now consider that both andj satellites have been tracked continuously withaut n
losses of lock between two consecutive epochs, tgayand t,. Under these

circumstances, amblgwtlel”sl and N embedded in carrier-phases remain constant.
If a second difference measurement is formed betweese epochs, integer ambiguities
will thus be eliminated.

ADdJ(”)(tk_l,tk)=Dq3(”)( ) DQJ(")( )
(4.3-34) =[wO(, )-wi, ) -[wo WO, )
—c[b bmtk] c[b )50 e aco )

The operatorA is used to represent differences computed betwamochs of

measurements (i.e. time-differences or delta measemts). Note that both common
receiver clock bias and integer ambiguities havenbsuppressed from the double-
differenced measurement model. If the assumptiahititeger ambiguities are constant
IS wrong, an extra term is required to accountafoy possible cycle slip. As mentioned
in reference [3.5], not only have the above unkndwases been removed, but in
addition, the effect of other biases arising frotmaspheric effects and satellite

ephemeris error, have been substantially reducelebgrocess of double-differencing.

The above posed double-differenced measuremend loesearrier observations can be
applied in the Kalman filter to obtain, as well as the case of pseudo-ranges,
information about receiver’'s location. But some exdp need to be considered while
processing these double-differenced carrier-phagescording to [4.14], these
measurements would be very reliable except thatr dwee, changes in satellite

allocation and in atmosphere delays all occur.

First of all, time differences computed on carpbases relate change in satellite-to-
user distances to change in user location betwessecutive epochs. These variations

are in the direction of the satellite generating tinoadcast carrier, i.e. the line-of-sight
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path to the satellite. Thereforsatellite motion must to be taken into consideratio
Receiver can guess, in a really accurate way, wihersatellite is or has been placed by
considering satellite orbit parameters broadcaspas$ of the navigation message.
Thomas J. Ford and Jason Hamilton claim in [4.bd4} the residual errors in satellite
motion resulting from ephemeris shortcomings carcdresidered small in comparison

with the atmospheric error changes.

Secondly, atmosphere also changes with time. Folpwhe guidelines specified in
[4.14], errors caused by atmosphere effects chaargesccounted for in part in the error
models associated with the measurements and ifbpaine process noise applied to the

position in the Kalman time updates.

In addition, information about the current positias well as the previous one needs to

be incorporated within the states of the Kalmaeffil

Kalman modifications to incorporate differenced meaurements

The measurements considered on this new Kalmam filill be the double-differenced
carrier-phases introduced in (4.3-34) together witbtween-satellite differences

computed on pseudo-ranges given by the followingpfefree” equations

(4.3-35) A0l = (W) —wi)- (w0, -wl)

(4.3-36) Opl" =@l -yl

Where w= /(s -u,)’ +(s, -u,] +(s,-u,)’ is the geometridange between a satellite

position(s,,s,,s,) and the receiver positioo, ,u, ,u, ). Subscriptsk andk-1 are used to

x?'Yy1 ¥z
specify the epoch at which differenced measurememet£omputed and the superscript

lj identify each of the monitored satellites.
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The above measurement models (4.3-35) and (4.3e®flire the availability of both
current and previous positions among system’s staiéerefore, the state-vector
considered in the Kalman filter is expanded in oreinclude the position at the last

epoch.

(4.3-37) x=(uxk,uyk,uzk,vx,vy,vz,u u uZH)

NERAS T

The current and previous positions @ig,u, ,u, ) and(u, ,u, ,u, ), respectively.

Xe-1 77 Yi-1
Consequently, the time update requires modificatioorder to support not only current

position states but also previous ones. In this, \@y,uyk ,uzk) states will be transferred

to (u, ,u uzk_l)during the Kalman time update. That is, the curpadition after the

k-1 Vi1 !

previous update becomes the previous position dfter propagation. Therefore, a

modification in the conventional state transitioatrix is performed as

100A O 0 00O
0100 A O0O0OO
0010 0 A 00O

(4.3-38) 0001 0 0000

Awm=l000 0 1 0000
0000 0 1 000
1000 0 0000
0100 0 0O00O0O
0010 0 0 00 0

Additionally, new measurement matrices are alsaiired, one for each of the above
differenced measurement models stated in (4.3-886) (4.3-36). By definition, the
measurement matrix is obtained by computing théigbaterivatives of the non-linear
measurement equations (4.3-35) and (4.3-36) wihe®t to system states about a prior
point, known in advance. These equations are linearbinations of the conventional

pseudo-range measurement model described in (4.3-16

Therefore, ruling out clock error states, the corimal measurement matrix at any k-

th epoch can be stated as
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sW-u;  s¥-u s¥ —u; |
0] 0 G0

(4.3-39) Cs@ -y sP-uy sy
=TT 50 e @

s -u; _s-uy sy

BT G v

where () :\/(sgi) —u; f +(sl) ~u; ) +(s9 -u; ) is the geometrizange between an &

priori” receiver position estimateu” and the computed j-th satellite position
(s&j),s(yj),sgj))-

Considering the new position/velocity state-ved#:3-37), the resultant differenced
measurement matrices regardingltuble-differencedarrier phases, stated in (4.3-35),

andsingle-differencegseudo-ranges, stated in (4.3-36), will be

(4.3-40) AOH® =[HO-HD 0 0 0 -HY, +HI)]

(4.3-41) mﬂ“:h@—HS)o 000 0 0

Therefore, the resultant “noise-free” state-spaeasurement models for the modified

Kalman filter are specified as

+A0HY (x - x;)

X=X

(4.3-42)  p00W =A0GW

(4.3-43)  0p" =0p®| +OHM(x, -x;)

Modifications on the variance of the resultanteli@nced measurement errors were also
considered. An example of the covariance matrixfdor between-satellite differences
generated by differencing the observations fronrst $atellite with the ones gathered

from the rest of monitored satellites is shown belo
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Therefore, the variance of the between-satelliferdinced measurements is represented
by a non-diagonal matrix whesy’ is large compared with ang/’ (for i#1). Different

satellite combinations have been considered whaidopming experiments on these
studies, as a result, the effect of errors is redisomewhat by choosing a high satellite
as the reference in the formation of the betweeelda differences. As mentioned in
chapter 3, a high satellite will have smaller npisealtipath, and atmosphere errors than
a low satellite will. Therefore, a covariance wahhigh satellite as reference will be
closer to a diagonal than the one with a low ségedls reference.

This approach was performed by following the guited specified in reference [4.14].
Test results are shown amapter hased on the simulations developed on these studie
This scheme helps maintain position accuracy whennumber of satellites in view
drops below four. It also helps reduce the effecipgeudo-range errors when the
observed satellites are four or more. In fact, rclegprovements have been achieved in
terms of the degrading effects caused by receil@rkcreadjustments in position

estimates (see Figure 78 and Figure 79).

Furthermore, carrier-phases need only be avaikibtz the previous time epoch, rather
than over the last 100 seconds or so. In range iosmaoothing techniques the same
satellites set must be continuously tracked forgbsition accuracy to be maintained
and improved. This is in contrast to the positiomain schemes, in which the same set
of satellites need only be continuously observettesithe previous time epoch.
Therefore, provided that some selection of foueltds is available over every epoch,
the position accuracy of the system can be maiethiand improved (3 double-
differenced carrier-phases and 3 single-differenpsdudo-ranges are available to

compute position and velocity estimates).
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In addition, the carrier-phase time differences arplicitly treated as a position
difference observable, instead of other positidotity schemes that use delta-phases
as velocity estimates. Therefore, no assumptioasrade about the dynamics of the
vehicle and a position difference is directly obabte by at least four differenced

measurements.

4.4 Other CSC schemes

The carrier-smoothing-code filtering posed by Hatc.1] and the PDP Kalman filter
posed by Thomas Ford in [4.14] are good exampleslgdrithms that maximally
utilizes the information redundancy provided by GB$mprove positioning accuracy.

But these are not the unique options to combine &GI8 and carrier measurements.

After the introduction of the Hatch filter in 1988everal smoothing filters have also
been designed. Ron Hatch himself released improntsmen these range domain
schemes by using epoch-dependent smoothing wedgturg. In 1986 Lachapelle [4.6]
posed other methodology on which the smoothing ktefgctors were reduced by a
constant from epoch to epoch and similar approaatees also designed by Meyerhoff
and Evans in 1986 [4.7] and Hofmann-Wellenhof i®72.94.3]. In terms of position

domain smoothing, in reference [4.12] Bisnatch aadgley described a filter called

thephase-connected filter

It is worth highlighting two smoothing approachessed by P.Y.C. Hwang and R.G.
Brown in references [4.11] and [4.9]. These scheefigsently integrate GPS code and
carrier measurements considering that complemernitdoymation is embedded on
these observables. Both algorithms involve stoah&sst-squares filter theory and are

based on Kalman filters.
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One of them based the estimation of the smootheddasranges in a general linear
operation processed on the two noisy GPS measutemeras illustrated in the

following figure.

Carrier Phase
s(t) + m(t)

Gy

“Smoothed”
+ pseudo-range

Sest(t)
Pseudo-range +
s(t) + ma(t)
G2

_

Figure 48 Other CSC schemes - General linear measurement coinition - posed by P.Y.C. Hwang
and R.G. Brown in [4.11]

The optimization problem of this general integrdfiéidr is posed as follows: Given the
mutual correlation structures of the signal andsesj what G1 and G2 will minimize
the mean-square error? This is a standard Wieni€alonan filter-type problem and the
optimal model posed by Hwang and Brown is madefulbastates that processes a pair
of pseudo-range and carrier-phase measurementsefiomof the satellites in view. In
this approach, the receiver motion is consideretdeasg “noiselike” in character; this
idea will not fit if, for example, the GPS receiveescribes an intentional turn.
Therefore, a second approach was posed by thesarechsrs in order to avoid problems
with deterministics inputs, this methodology is earonservative than the general
linear combination. The following figure illustratéhis idea.

Carrier Phase

s(t) + ny(t
®+m® Reference Trajectory

“Smoothed”
+ pseudo-range

Sest(t)
Pseudo-range +
Noisy true Estimate of
trajectory perturbation
Niest(t)

Figure 49 Other CSC schemes - Complementary Kalman filtecombining continuous carrier-phase and
pseudo-range data from GPS signal measurementsed oy P.Y.C. Hwang and R.G. Brown in [4.11] and
[4.9].
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In the above illustrated complementary filter, ttega provided by the carrier-phases is
considered as a good reference trajectory, albeibiay one, and the other noisy
measurement (i.e. the pseudo-ranges) is used isi #esfirst by providing corrections
to the reference trajectory. The filter’s job instfiormulation is simply to estimate the
perturbation affecting the reference trajectoryiaet from carrier-phases. Therefore, in
optimizing the transfer function G it is not reqdrassumptions about the stochastic
character of the receiver’'s motion. According toahg and Brown in [4.9], an efficient
way to implement this carrier-smoothing complemgnfdter is as a parallel bank of
individual complementary filters as the one showirigure 49. Each filter is associated
with a different observed satellite and all théefiloutputs can be combined by a least-
squares filter or a simple Kalman filter. AccorditogHwang and Brown, this method of
complementary integration looks especially attkectas a mean of achieving good
dynamical response while still retaining the besedf filtering the pseudo-range data.
An approach that achieves the same effect is medidoy Thomas Ford in [4.14], in
this process the previous position states fronKlenan state-vector are eliminated by
reworking the gains, measurement covariance, amgbagation equations to take
advantage of the correlation between process ramdemeasurement noise that results
when carrier-phase time difference is introducedh gmosition difference observation.
The method in which the previous states are maiethivas chosen while performing

these studies because of its simplicity and inteitess.

In terms of range domain carrier-smoothing-coderfl, the well-known Hatch filter
was chosen to perform the experiments on this sflidig algorithm is not the only one
RD CSC scheme, in fact there are other approaalsds &s the stepwise-optimal RD
filter posed by R. Rizos in the reference [4.20H ahe Doppler-aided smoothing
approach designed and described in [4.10] by P.€henrder to overcome problems
due to cycle slips providing immunity to these pbraena. Additionally, motivated by
the advantages of position-domain filtering comgaie@ range-domain filtering, some
references such as [4.8] posed Hatch filters tteaparformed in the position domain.
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Chapter 5

Experimental Results

"If you don't fail now and again,
it's a sign you're playing it safe.”

Woody Allen

The goal of this project is to study and implemdifterent carrier-smoothing-code
(CSC) schemes that blend together the “range irdbom” contained in both code and
carrier measurements in order to achieve bettarracies while computing the position

of the GPS receiver.

Two different CSC approaches were considered imp#reormed studies. With respect
to range domain (RD) smoothing algorithms, the Hdiiter stated insection 4.zhas
been implemented since it has been the referenpeoagh in these carrier-phase
smoothing code pseudo-ranges techniques. In teringosition domain (PD)
approaches, schemes based on Kalman filters hae densidered. In that way, the
modified Kalman filter expounded section 4.3.Zhas been implemented following the
guidelines stated by Thomas J. Ford in referende$4], [4.18] and [4.19]. This
approach is generally called theseudo-range/delta-phase (PDP) Kalman filter
Compared with other Kalman filter approaches pokgdPatrick Y.C. Hwang and
Robert G. Brown in references [4.11] and [4.9jord’s algorithm was chosen because

of its simplicity and intuitiveness.
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These algorithms have been implemented with thechiMATLAB R2006a. This
computing language is extremely flexible with a evigtariety of algorithm types.

Furthermore, it facilitates programming environnseth¢aling with matrix algebra.

The experiments carried out to test the positionmegults were performed with real
GPS data collected by a stationary receiver. Tha das gathered by a GPS station
located at th&.T.S.I. Topography, Geodesy and Cartographiadrid (Spain) as part
of a GNSS stations ensemble belonging Uaiversidad Politécnica de Madrid.
Observations were taken at a rate of 1 Hz and dctorefiles under theReceiver
Independent Exchange Form&INEX) Version 2.10. These RINEX files are avai@ab

as a free download on the website://gps.topografia.upm.es/

In this chapter, a brief description of the desdyaenulator is shown together with a set
of test results. Position improvements are shownnt®ans of both qualitative and

quantitative experimental outcomes.
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5.1 ‘Matlab GPS’ Simulator

Simulate, as defined by tlmncise Oxford Dictionary of Current
English means to “imitate conditions of situation etctiwinodel,
for convenience or training.” Very often in theldis of science
and engineering, we need to simulate a situatigust-as the
definition indicates — before it occurs to helpdgsign or
understand a system or its components. So it F@RS

Avram K. Tetewsky & Arnold Soltz GPS WORLD October 1998

Because GPS simulation requires a broad spectrutaotd covering matrix algebra,

digital signal processing, control theory, and gation algorithms, a high-level

programming language is desirable. MATLAB, from R\torks, provides an easy-to-
use matrix programming language that is both ptetamd third-party extendible.

Although other simulation tools and matrix langusagist, industry and academia
routinely use MATLAB for wide ranging analysis task a variety of fields, including

GPS.

RINEX
Files

Meteorological Data Navigation Processor
Meteorology RINEX —_——
q Parsers
Observations o . Satellite coordinates Navigation
> Navngatuon_ Data Atmosp!ﬁenc computation from Keplerian Soll 9

(ephemerides, corrections elements olution
ionosphere parameters, (PVT)
etc.) ;

Observations Algorithms to

(GPS measurements) Carrier Phase compute Navigation

Smoothing Solution

Figure 50 Block diagram of the GPSMatlab Simulator

In order to properly analyze the performance of tomsidered carrier smoothing
algorithms, a set of MATLAB routines has been desdy This software allows the
computation of satellites and receiver locationpipcessing GPS data stored under the
Receiver Independent Exchange ForfRIENEX) Version 2.10. This source code has
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been developed in the Navigatiddepartment atFraunhofer IIS (Nuremberg -

Germany).

Some of the features included in this softwareaaset of parsers to extract the GPS
data stored in RINEX 2.10 files, satellite coordésa computation from Keplerian
elements (broadcast on the navigation messag@spbere and troposphere corrections
on measurements, positioning algorithms to comgthgenavigation solution (position,
velocity and time) together with carrier smoothougle pseudo-ranges (CSC) schemes.
In the above Figure 50 the main components of shmsulator are shown in a block

diagram.
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5.2 RD CSC experimental outcomes

As mentioned before, the range domain CSC algorgpsetified in equation (4.2-12),
referred to as Hatch'’s filter, was performed bygoamming a group of MATLAB
simulation packages. In fact, this approach canstt a group of parallel low pass
filters (one for each satellite in view) that trimssmooth out the noise on the pseudo-
ranges gathered from each of the observed sagellitee resultant “smoothed” pseudo-
ranges are then the input to the navigation pracdbat computes position estimates by
means of a conventional position/velocity Kalmdtefi The following figure illustrates

a conceptual view of this procedure.

% I RD P1sm——™
s1 ——A®— csc
' AD Psm
] : t Kalman Filter | , . -
P2+ cRs[zz ———p2sm—> Navigation 1‘~ ‘L Y "L
sz~ Ad Solution i T ; @
- 7)(,)/,2 @\‘
(km) ‘_,.,kf:‘- m)
' L0 Psm
o = re
———Pn—> RD |
Sn 7A‘:I’;—> csc Pnsm—™
n

Figure 51 Block diagram of the implemented RD CSC filtering sheme —each RD CSC block
corresponds to an individual Hatch filter.

Several experiments were carried out in order wyae whether position accuracy is
enhanced when performances are adjusted by themmepited CSC approach shown in
Figure 51. Experimental outcomes were obtained siggureal GPS data collected in
the morning July 19, 2007 that can be downloadeelyrin RINEX 2.10 files from the
websitehttp://gps.topografia.upm.es/




138

The data was gathered by a stationary GPS staitatdd at thé&.T.S.1. Topography,
Geodesy and Cartographin Madrid (Spain) Observations were taken during 6
minutes (9:00 — 9:06) at a rate of 1 Hz. A totalBo$atellites were visible in the sky
during the whole observation time. In the followiingure, the satellite visibility and the
antenna’s elevation angles are shown together withillustrative example of the

satellites layout in the sky.
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Figure 52 July 19, 2007 Experiment - Satellites visibility ad antenna’s elevation anglesData
were collected on July 19, 2007 from 9:01 to 9:06.

Since the available pseudo-range measurements cargenerely affected by noise
(maybe because of antenna’s location or other cterstics in terms of receiver’s
feasibility), random noise was added on them. Thisdom component is normally

distributed with a standard deviation of 2 meters.

The navigation solution is performed by a converdlo8-state position/velocity
Kalman filter that processes either unsmoothed amoathed pseudo-ranges

(atmospheric corrections are previously appliedtlmem). The 3-D reference frame
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considered for the position computation will be @t€sian frame referred to as ECEF
(Earth-Centred, Earth-Fixed) system, that is eeethired and the earth itself remain

static.

First of all, the effects on positioning when pen@ances are adjusted by the
implemented RD CSC approach are analyzed (seelsiepg-igure 53). Subsequently,
this smoothing scheme will be more deeply examimgdirectly evaluating the effects
on the filtered pseudo-range measurements (se stepigure 53). Finally, test results
are summarized in order to assess if better posigooutcomes could be obtained

when performances are adjusted by the implemen$€| &pproach.

unsmoothed -
method
Pz—>
S2 Conventional
Kalman
Filter

RD CSC
approach

— P Rrp psmy;— Conventional
sp —Ad; > CSC Kalman

Filter
(km) | _asee . (km)
L' AD Pom
4 t i t

psm,—»

Sn A, = CC

Figure 53 Analysis performed on the implemented RD CSC scheme block diagrams of the
conventional “unsmoothed” method (the first sketzhdl the RD CSC method.
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5.2.1 RD CSC effects on positioning

A position approximation for the GPS station thatlects the measurements is
available among the RINEX data. In order to propexhalyze the effects of the
implemented RD CSC schemes over position estimétegesultant three-dimensional
navigation solution was compared with this RINEXdbton to obtain gositioning

error profile - as shown in the following figure.
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Figure 54 Positioning error profile considering the location approximation stored ifNEX files.

Test results performed by processing the GPS dadlacted in the morning July 19,
2007 are shown in Figure 55 and Figure 56. In fhet,errors in the estimation of each
position coordinate Xror, Yeror and Zemor) are illustrated by means of graphics.
Additionally, mean and standard deviations were alsluated for the first and last sets
of 120 samples. The first minute of observations wat considered in order to avoid
possible system instabilities caused in the intd#ion. Considering that the
measurements were taken at a rate of 1 Hz, theafidsthe last 120 samples correspond
to the first and the last 2 minutes of observati(&81-9:03 and 9:04-9:06). Numerical
outcomes are also attached in the tables belogrdphics.

First of all, the error in position estimates agki® when performances were adjusted

by the conventional “unsmoothed” methad shown inFigure 55. The mean error in
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positioning and its standard deviation were evaldiab terms of the outcomes derived

from each position coordinate, as stated in tHeviohg mathematical expressions

(5:21)  fh =V (Y +(2f O =X + Oy +0,(2)

being pe(X), ute(y), ne(z) the mean errors in position estimation for e&drtesian
coordinate an@.(x), o«(y), o«(z) the respective standard deviations. The meanm &r
position, denoted byero, IS in the range of 1-2.2 metres and its standindation,

denoted byerror, does not exceed 1.2 metres — see the followgqugéi
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Mean L[] s ceepecesscccsscccsccpescccsscessccessccsscas
:1.355m Mean
¢ Standard Deviation c 0.757m :
© 0636m Standard Deviation ¢
: 0.774m °
S
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July 19, 2007 Error in position estimation
9:00 - 9:06 9:01-9:03 9:04-9:06
Herror Gerror Herror Gerror

Unsmoothed 2.166 m 0.944 m 1.360 m 1.154 m

Figure 55 July 19, 2007 Experiment - Error in the 3D stationay positioning solution derived
from unsmoothed pseudo-rangetaken on July 19, 2007 from 9:01 to 9:06.
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In addition, Figure 56 embodies the error profidgained when performances were
adjusted in order to smooth pseudo-range measutsrbgrapplying the implemented
RD CSC approach illustrated in Figure 51. In fakfferent maxima in the smoothing

interval were considered in order to avoid the atffeof code-carrier divergences

mentioned in chapter 4. It is worth recalling tkfa concept of “maximum smoothing
interval” refers to the period of time while pseudmges, taken from a particular
satellite, are smoothed in a continuous basis. filme interval is generally fixed in a

maximum according to the time it takes the codei®ardivergence to become
noticeable in terms of positioning (reference [3rhgntioned a maximum in 100
seconds). When this maximum interval is achieved doparticular satellite, the

smoothing process is reset, but only in the caskatfsatellite. As the implemented RD
CSC filtering scheme (i.e. the Hatch filter) impeswwith time, the reset implies a loss
of quality due to the return to the initial poirftthe smoothing process; this is in fact

one of the drawbacks in this carrier-smoothing-cedeeme.

The maximum smoothing intervals took 10 secondssé&tbnds, 100 seconds and 6
minutes, that is, the whole observation time perffsdm 9:00 to 9:06). Mean and

standard values of error in each position coordina¢re likewise evaluated and the
general positioning results derived from the mathtral expressions (5.2-1) are also

shown in the table above the graphics.

The results of integrating carrier-phase measuré&nsith code pseudo-ranges can be
seen by comparing the plots shown in both figureggure 56 and Figure 55).
Fluctuations in positioning error are reduced framost one metre to a few
centimetres when RD CSC schemes are applied ordpsanges (see the evaluated
standard deviations in tables above graphics).miban error in positioning, however,
slightly increases except in the case of smootivitgrvals that last 50 seconds, 100
seconds, and 6 minutes (during the first 2-minutésrval). In these cases, the mean

error is reduced below 2 metres.

In addition, in the last minutes of observationisgan be observed the effect @fde-

carrier divergencever the estimation of position since de erroffigdor the first and
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second Cartesian coordinates (xeandy graphics) slightly deviates from the “zero

1
error-.
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0441 0112 0054 0.055 £ Standard Deviation (m)
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""""" 10-s Smoothing eecscccscscscsccscscscscscscscsccccccscscsene®
05F | —— 50-s Smoothing
100-s Smoothing
-1 6-min Smoothing
1 15 2 25 3 35 4 45 5 55 6
Time (min)
July 19, 2007 Error in position estimation
9:00 — 9:06 9:01-9:03 9:04-9:06
Herror Gerror Herror Gerror
Unsmoothed 2.166 m 0.944 m 1.360 m 1.154 m
10s RD CSC 2,219 m 0.591 m 1.385m 0.785 m
50s RD CSC 2.009 m 0.179m 1.405 m 0.298 m
100 s RD CSC 1.925 m 0.116 m 1.499 m 0.162 m
6 min RD CSC 1.921m 0.110m 1.667 m 0.130 m

Figure 56 July 19, 2007 Experiment - Error in the 3D stationay positioning solution derived
from smoothed pseudo-range measurementgrom 9:01 to 9:06)- Different maximums for the
smoothing interval were considered: 10 secondses0nds, 100 seconds and 6 minutes.
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Now compare the statistical values derived from phsitioning outcomes shown in

Figure 56 and Figure 55. The following tables shbe improvements achieved with

respect to the outcomes derived from the conveatidnnsmoothed” method -

illustrated in Figure 55. Even when just the maximsmoothing interval lasts 10

seconds, the standard deviation of error in positdenoted bysero, decreases 30

percent approximately compared with the one obthine the conventional

“unsmoothed” method. In fact, these reductions heaalues up to 88 percent when

applying the largest feasible smoothing intervaltfie case of these studies, this period

corresponds to 6 minutes, that is, the whole olasienv interval). Hence, the original

position error fluctuations, that reach almost oredre, are “smoothed” till they reach a

few centimetres — se®R,r values.

July 19, 2007 Error in position estimation
9:01-9:03 Herror Gerror
(120 samples) (m) (m)
Unsmoothed 2.166 ' Improvement 0,944 ' Improvement
regarding unsmoothed regarding unsmoothed
10sRD CSC 2,219 1-2,45%® 0,591 137,39 %©
50s RD CSC 2,009 1725 %O 0,179 181,04 %O
100 sRD CsSC 1,925 111,13 %O 0,116 187,71 %O
5 min RD CSC 1,921 111,31 %O 0,110 1 88,35 %©

Table 5.1 Mean values of error in the 3D smoothed stationarypositioning solution
computed on July 19, 2007 from 9:01 to 9:03 — 12@raples.

July 19, 2007 Error in position estimation
9:04-9:06 Herror Gerror
(120 samples) (m) (m)
Unsmoothed Improvement Improvement
1,360 regarding unsmoothed 1,154 regarding unsmoothed
10sRD CSC 1,385 1-1,84 %® 0,785 131,98 %O
50sRD CSC 1,405 1-3,31 %® 0,298 1 74,18 %O
100 sRD CSC 1,499 1-10,22 %® 0,162 1 85,96 %O
5min RD CSC 1,667 1-22,57 %® 0,130 1 88,73 %O

Table 5.2 Mean values of error in the 3D smoothed stationarypositioning solution
computed on July 19, 2007 from 9:04 to 9:06 — 12@raples.
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As it was mentioned before, the larger the smogthmmerval, the more efficient
smoothing would be achieved, that is, more pseadge noise would be filtered out.
The experimental outcomes shown in the above tal@es$y this statement, that is,
standard deviations of error (i®o) decrease more and more when the maximum

smoothing interval is enlarged.

In contrast, the mean error in positioning, dendiggie.o, do not generally improves

with respect to one derived from the conventionalsmoothed” method (see 0 and 0).
Small improvements, around 11 percent, are achigvte first set of 120 samples (i.e.
the first minutes of observations from 9:01 to 9:08 contrast, in the last 2-minutes
time interval the mean error increases more ancerasrthe filter’'s length is enlarged.
This effect might be caused, as mentioned befoyethb cumulative effect ofode-

carrier divergencen the smoothed pseudo-ranges.
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5.2.2 RD CSC effects on pseudo-ranges

Let’'s analyze more deeply the RD CSC approachviiaatperformed to achieve the test

results shown in previousection 5.2.1

e Punltn) + (0(1) - 00t

(5.2-2) Pan(tic) =ﬁp(tk)+
Panlte) = olto)

This filtering scheme corresponds to astimator In statistics, an estimator is a
function of an “observable sample” that is usegtedict the values of an “unknown
parameter”. In this case, the observable sampkeshar pseudo-ranges, denotedpby

and the carrier-phase, denoteddnyin addition, the unknown parameter to be estichate

is the smoothed pseudo-range referred {@as

Ideally, the perfect estimator would have the tfitkeal” pseudo-range as expected
value, that is, the geometric range corrupted bgiver and satellite clock errors.

(5.2-3) oV :\/(sij) —u, )+ (s -u, JF +(s9 -u, ) +cb, ~cb

where (s¥,59,5) is the satellite position for a certgjirsatellite, receiver's location
corresponds tguy,uy,u,) and satellite and receiver clock errors are denbtedh and
c.b?. This ideal pseudo-range profile is not availaitethese studies. Anyway, let's
analyze which are the GPS parameters that areablaiin these studies; maybe, it is
possible to obtain a proper “theoretical” pseudugeaprofile that approaches the ideal

model defined in equation (5.2-3).

Firstly, as it was previously mentioned, a position appnation of the GPS station that
collects the measurements is stored in the prodeBINEX files. Therefore, this
information can be used as receiver's locati@g,u,u,) in equation (5.2-3).
Furthermore, the computation of satellite positiansl their clock errors is performed

within the routines of theGPS Matlab Todlused in these studies — see Figure 50.
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These parameters are necessary to estimate theerécéocation by means of Kalman
filtering and are obtained by using the navigatidata that satellites broadcast
embedded on L1 and L2 frequencies. Hence, estinudttse termgs?,s,s%) and
c.b? of the model stated in equation (5.2-3) are alsilable. In addition, the receiver
clock error estimated by the 8-state Kalman filtan also be considered as the term
c.bb. Therefore, a “theoretical” pseudo-range can biinbd by processing all these

parameters according to equation (5.2-3).

In the following figures, an illustrative exampleirigs face to face an ensemble of
measured pseudo-ranges, the respective “theofetjpalfile and the resultant
“smoothed” pseudo-ranges obtained when the maxiiatoh filter smoothing interval
was set to 100 seconds. These test results weagedtby considering the GPS data
gathered from a satellite observed in the morning 19, 2007 (satellite 2 - see satellite
visibility in Figure 52). Measured, smootheghsnand theoreticgby, pseudo-ranges are
seemingly equivalent. To check this fact, the ddfees in between were also

evaluated.
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Figure 57 July 19, 2007 Experiment - Measured g), smoothed fs,) and theoretical ()
pseudo-ranges. Relation between these three quantities. Exampkedan measurements
gathered from a satellite that was observed on1®Jy2007 from 9:00 to 9:06.
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Figure 58 July 19, 2007 Experiment - Measured ), smoothed ps,) and theoretical ()
pseudo-ranges -Differences between these three quantities. Exarbpsed on measurements
gathered from a satellite that was observed on1®Jy2007 from 9:00 to 9:06.

As expected, the resultant theoretical pseudo-sapgalo not exactly match with the
measured and smoothed ones since the differenrpgspsnrpin are not exactly zero;
these are the consequences of all the inhereresasl noises affecting measurements.
The signal-pt, is seemingly mainly conformed by noise and a “b@smponent that

remains fix around 5-6 metres.

Some aspects must be taken into accdeingtly, it has to be considered how accurate
are the parameters used to derive the “theoretpsstido-ranges (i.e. approximations of
the true expected value in the estimation of smembihseudo-ranges). In fact, satellite
position and their clock errors are estimated yntainto consideration navigation

parameters broadcast on satellite signals. Thesengters are quite reliable because
they are updated by thePS control segmeivice a day. The receiver’s clock error is

estimated by the navigator processor itself (he. Kalman filter). And the receiver's

location is derived from RINEX data. It is obviotisat all these quatities are just
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approximations to the real values and, therefdr&y {processing imply a residual error.

However, in these studies it was not possible amtjty this residual error.

Secondly the “measured pseudo-ranges”(filtered in the implemented RD CSC
scheme defined in (5.2-2) in order to estimate s$heoothed pseudo-ranges) are
corrupted not only by clock errors but also by apiwere effects (ionosphere and
troposphere) together with multipath and receivase& In GPS references, atmosphere
effects are considered as “slow variations” (iav frequency components), except in
the case of atmosphere scintillations. In contmasttipath and measurement noise are
considered in these studies as time uncorrelat@tkepses, that is, quick variations over
time (i.e. high frequency components). The RD CS4&cHi filter defined in (5.2-2)
corresponds to a low pass filter, that is, the Higlguency “undesirable” components
affecting pseudo-ranges will be filtered out witie taid of a “reference signal” that
contains lower high frequency noise levels (i.e darrier-phase®). Therefore, any
low-frequency component inherent in pseudo-ranges lfiases like ionosphere and
atmosphere effects and clock errors) will not beaeed and will remain present on the
smoothed pseudo-ranges.

Let’s develop the mathematical theory that mayrageWwhat happened on measurements
illustrated in Figure 57 and Figure 58. As mentbhefore, the “theoretical” pseudo-

ranges were computed as

(5.2-4) D = \/(sx ~u P +(s, —u,F+(s,-u,)? +ch, —cb, +u,

where the parametes,?,s,?,s%) and (u,,u,u,) correspond the real satellite position
for a certainj satellite and the real receiver’'s location, retipely. Satellite and
receiver clock errors are identified byh andc.b?. In addition, the termy, denotes
the residual error committed by considering appration to the real values of these

parameters.



150

In chapter 3 dection 3.2.)5 the “measured” pseudo-ranges were defined by a

mathematical model stated as

(52'5) pP= \/(Sx —UX)2 + (Sy —Uy)2 + (Sz _uz)z +C-(br _bs)+ I +T * Proise

wherel andT denote the atmosphere errors caused in measuethento the fact that
GPS signals went through the ionosphere and thpodphere. Furthermore, the term
Pnoise COrresponds to multipath and measurement noissthteg with other unmodeled

error sources.

Hence, the differencespy shown in Figure 58 can be mathematically defingdhe

following equation
(5.2'6) ,0_,0th = +T+pnoise_uth

As mentioned before, atmosphere effects, denotddaog T, are generally considered

as low frequency components, as well as the relsatuar v, . Therefore, the term that

is expected to be suppressed or at least reducélie i®ne regarding to the noise
affecting the measured pseudo-ranges, denotegoRy In fact, this is the term that is

normally a hundredth greater than the one affectagier phases, as mentioned in
chapter 4 gection 4.2 Consequently, the terpysise Will be the one that suffers the

effects of the applied RD CSC schemes

It is worth highlighting that atmosphere models @vasidered within the routines of the
“GPS Matlab Todlused in these studies (see Figure 50) in ordecotmpute some
corrections in the pseudo-range measurements bifeyeare processed to derive the
navigation solution. For example, the correctiomat twere applied on pseudo-ranges
taken from the satellite 2 (previously mentionegufe 57 and Figure 58) are illustrated
in the following figure.
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Satellite 2

T

Time (min)

Figure 59 July 19, 2007 Experiment - lonosphere (I) and tropsphere corrections (T)
applied on pseudo-ranges processed to compute thaugation solution. Example based on
measurements gathered from a satellite that wasredd on July 19, 2007 from 9:00 to 9:06.

The atmosphere corrections shown in the figure abedd up to 5 metres
approximately. In these studies, these correctvogi® considered in the mathematical
model (5.2-6) to derive an approximation of the sugament error profile affecting
pseudo-ranges that is filtered out when performamee adjusted by the implemented
RD CSC approaches. In the following figure, tessutes derived from the
measurements shown in Figure 57 and Figure 58igpéaged.
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ng)éé?gzgé)? Satellite 2;: Comparison measured/theoretical pseudo-rangep-{-T)- pw
120 samples 9:01-9:03 9:04-9:06
Mean (m) Standard Deviation (m) Mean (m) Standardeviation (m)
Unsmoothed 0.603 1.811 1.032 1.939
RDCSC 10 s 0.664 0.731 0.978 0.652
RDCSC 50 s 0.748 0.671 0.874 0.522
RDCSC 100 s 0.795 0.663 0.855 0.523
RDCSC 5 min 0.802 0.664 0.861 0.526

Figure 60 July 19, 2007 Experiment — Measured/Theoretical pselo-ranges residuals
obtained by subtracting measuredrom theoreticaby, pseudo-ranges and applying atmosphere
corrections. Example taken from satellite that whserved on July 19, 2007 from 9:00 to 9:06.
Effects while applying a 100s RD CSC scheme arevehiosy means of graphics and numerical
outcomes.

Compare the values of standard deviations showhenable above. As the maximum
smoothing interval is enlarged, standard deviatidesrease more and more, i.e. more
undesirable high frequency components (or noisesappressed. This fact reflects the
effects of the performed low-pass CSC filteringesuls. By definition, the filter pass
band becomes narrower when the filter's window. (he smoothing interval) expands;
hence more high frequency noise components willsbepressed. However, mean
values are not zero. In the first minutes of obagons, the mean values grow as filter
length is enlarged; nevertheless, in the caseeofast minutes, they are reduced up to

two centimetres.
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The test results obtained from the rest of sagslhtisible in the sky are shown in the
Figure 61. The improvement regarding standard devia of error in measurements (i.e
the fluctuations) is up to 65 percent in the finshutes of observations and even 73
percent during the last minutes. In fact, thesetdlations are reduced from almost 2
metres to half metre. However, the mean valuesnatezero and decrease a few
decimetres just during the first minutes of expemts. This effect might be caused by

the cumulative effect of ionosphere and tropospdetays.

July 19, 2007 Comparison measured/theoretical pseudo-rangep-T)- pi
9:01 - 9:03 Means in absolute value (m)
Satellite 2 4 8 10 13 23 25 27 Average

Improvement

regarding

Unsmoothed 0.603 0494 1576 1967 2.007 1.216 0.510 1, 1.269 unsmoothed
RDCSC 10 s 0.664 0443 1576 1972 2.095 1245 0511 1 1.287 1-1.42 % ®
RDCSC 50 s 0.748 0.355 1428 1.916 2.168 1.113 0.372 1. 1.248 11.69% ©
RDCSC 100 s 0.795 0.269 1.352 1.876 2.180 1.051 0.356 1. 1.224 1354%©
RDCSC 5 min 0.802 0.263 1.333 1865 2200 1.046 0.354 1. 1.222 13.72% ©

Standard Deviations (m)

Improvement
1.810 regarding
Unsmoothed 1.791 1910 2.040 1953 2150 1.758 2.C  1.936 unsmoothed
RDCSC 10 s 0.731 0.628 0.748 0.604 0.938 0.604 0.778 0. 0.729 1 62.33% ©
RDCSC 50 s 0.671 0664 0.734 0.666 0.744 0.640 0.690 0. 0.688 1 64.44 % ©
RDCSC100s  0.663 0.666 0.710 0.668 0.704 0.648 0.679 0. 0.677 | 65.03 % ©
RDCSC 5 min 0.664 0.666 0.700 0.666 0.694 0.652 0.679 0. 0.674 1 65.16 % ©
July 19, 2007 Comparison measured/theoretical pseudo-rangep-T)- pi
9:04 - 9:06 Means in absolute value (m)
Satellite 2 4 8 10 13 23 25 27 Average
Improvement
regarding
Unsmoothed 1.032 0.398 1.104 1.894 1.241 0.060 0.380 2. 1.025 unsmoothed
RDCSC 10 s 0978 0377 1139 1880 1255 0.104 0408 2.  1.028 1-0.26 % ®
RDCSC 50 s 0.874 0.407 1.260 1.934 1.317 0.396 0.400 2. 1.088 1-6.15 % ®
RDCSC 100 s 0.855 0423 1.380 1.986 1.443 0.612 0.342 2. 1.150 1-12.12% ®
RDCSC 5 min 0.861 0.446 1526 2.055 1.643 0.871 0.249 2. 1.232 1-20.15% ®

Standard Deviations (m)

Improvement

regarding

Unsmoothed 1.938 2.022 1740 2.002 2310 2.052 2.019 1. 2009 unsmoothed
RDCSC 10 s 0.652 0459 0581 0438 0.636 0477 0.773 0. 0.597 170.30% ©
RDCSC 50 s 0522 0483 0570 0487 0522 0485 0561 0. 0.525 1 73.87% ©
RDCSC 100 s 0523 0.507 0560 0.511 0.523 0.507 0.543 0.! 0.528 17374 % ©
RDCSC 5 min 0526 0523 0545 0527 0526 0518 0534 0. 0.529 1 73.66 % ©

Figure 61 July 19, 2007 Experiment — Comparison between meawd p and theoretical py,
pseudo-ranges when atmosphere corrections are apgli —measurements were taken on July 19,
2007 from 9:00 to 9:06. The considered samples wellected on the time periods 9:01-9:03 and
9:04-9:06. A total of eight satellites were visilidethe sky. Different RD CSC schemes were applied
on measured pseudo-ranges (10s, 50s, 100s and 5min)
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The considered RD CSC estimator defined in (5&e2)ld be idealf the measurement

error p—1-T-p, = P~V 1S Z€r0, that is, the difference between the edtins

expected pseudo-range (i.e. the theoretical ong )t true achieved quantity (i.e. the
smoothed pseudo-range) is zero — considering tipdiedpatmosphere corrections.
However, the experimental mean values of this earernot zero (see the tables above)
and the implemented RD CSC estimator might notdeali This kind of estimators is
called biased estimatom terms of statistics; in fact, the differencevibeen expected
estimates and the true ones is referred to asiéise
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5.2.3 RD CSC positioning outcomes

Several experiments were performed in order tosas$éetter positioning results could
be obtained when performances are adjusted byntipéemented RD CSC approach
previously shown in Figure 51.

The processed measurements were collected dumngatime observation time interval
in different days of May and June 2007. In facg tibservation periods lasted 5 minutes
(from 9:00 to 9:05 in the morning). As well as esp®nts shown irsections 5.2.nd
5.2.2 these measurements were real and the GPS dfiadibgathered them is the same
that the one considered in previous studies. Thepkag rate was 1 Hz and the first
minute of observations was disregarded to avoigiptessystem instabilities during the
initialization of the navigation procedure.

First of all, a qualitative analysis was performiegl outlining the error in position
estimates and directly observing if better positignresults were obtained when
performing the RD CSC approaches. The error intposiwas evaluated as the
geometric distance between the estimated receiVecation and the approximation
provided by the processed RINEX files — as illustlapreviously in Figure 54 and

computed according to the following mathematicalagpn

2

(52'7) error = \/(Xest - Xrinex)2 + (yest - Yrinex)2 + (Zest - Zrinex)

where the estimation of receiver’s position is dedddy (%s;YesiZes) and the RINEX
reference receiver’s location isifX.YrinexZiinex)- The resultant experiment outcomes are
shown in the following figures. The error in positiwas rarely above 3.5 metres; even
in some cases was up to 1.5 metres. Furthermoren whrformances are adjusted by
the implemented RD CSC scheme, the fluctuationmsitioning error are considerably
reduced — specifically in the cases of applyingdarsmoothing intervals (50s, 100s and
5 min). It seems that the best results are achievieen the maximum smoothing

interval was set to 100s or 5 minutes.
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Secondly, a quantitative analysis was also perfdrime evaluating the mean error in
position for each minute of observations. The improents are small; anyway the
mean error is generally reduced a few decimetregiotimetres when performances are

adjusted by the implemented RD CSC schemes.

In fact, the maximum improvements are achieved wdranothing intervals extended
up to 50 or 100 seconds — with respect to 5 mindtesmean error is slightly increased

in four of the eight experiments.

The fluctuations in position error are also “smaathwith the aid of the RD CSC
algorithms. As mentioned before, the fluctuatioasrdased as the smoothing interval is
enlarged. This aspect verifies the time effectigsnef this CSC procedure; however,
the slight increases on the mean error limit thesaered smoothing intervals. This was
the reason why a conservative RD CSC approach Wwasen by fixing maximum

smoothing interval in 10 seconds, 50 seconds, @00m&ls and 5 minutes.
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25

Error in Position

05/05/2007

15

Unsmoothed
10s RDCSC
50s RDCSC

— 100s RDCSC
— 5min RDCSC

Error in Position

07/05/2007
35 T T

---------- Unsmoothed
= 10s RDCSC
"""" 50s RDCSC
100s RDCSC
5min RDCSC

0.5F 1
o 15 2 25 3 35 4 45 5 4 15 2 25 3 35 4 a5 5
Time (min) Time (min)
Mean Error in Position (m) Mean Error in Position (m)
Usmt RD CSC Usmt RD CSC
10s 50s 100s 5min 10s 50s 100s 5min

9:01-9:02 1,919 1,217 1,030 1,030 1,030 9:01-9:02 2,459 1,894 1,606 1,606 1,606
9:02-9:03 1,750 1,653 1,134 1,069 1,068 9:02 -9:03 2,457 2,391 1,986 1,929 1,929
9:03-9:04 1,561 1,589 1,446 1,303 1,292 9:03-9:04 2,361 2,373 2,278 2,170 2,164
9:04 -9:05 1,293 1,344 1,412 1,316 1,271 9:04-9:05 2,229 2,288 2,311 2,211 2,163
Average | 1,631 1,451 1,255 1,179 1,165 Average | 2,377 2,237 2,045 1,979 1,965

Error in Position

09/05/2007

351

10s RDCSC
50s RDCSC

100s RDCSC
5min RDCSC

.
2 25

Error in Position

01/06/2007

L

10s RDCSC
50s RDCSC
100s RDCSC
5min RDCSC

I
1 15 2 25 3

1 15 3 35 4 45 35 4 45 5
Time (min) Time (min)
Mean Error in Position (m) Mean Error in Position (m)
Usmt RD CSC Usmt RD CSC
10s 50s 100s 5min 10s 50s 100s 5min

9:01-9:02 2,858 2,495 2,289 2,289 2,289 9:01-9:02 2,896 2,026 1,840 1,840 1,840
9:02-9:03 3,002 2974 2582 2525 2525 9:02-9:03 1,007 1,164 1,361 1406 1,406
9:03-9:04 2,700 2,735 2,747 2,688 2,691 9:03-9:04 0,943 0,808 0,865 1,000 1,016
9:04-9:05 2,575 2,628 2,703 2,676 2,668 9:04-9:05 1,521 1,415 1,122 1,072 1,044
Average | 2,784 2,708 2580 2,544 2,543  Average | 1,592 1,353 1,297 1,330 1,327

Figure 62 May/June2007 Experiments — Examples of error in pason. Experiments performed
with data taken on May/June 2007.
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Error in Position

06/06/2007
35 - Unsmoothed
""" 10s RDCSC
- 50s RDCSC
— 100s RDCSC
5min RDCSC

Error in Position
07/06/2007

Unsmoothed
~==== 10sRDCSC il
50s RDCSC 3
100s RDCSC
5min RDCSC

W 1s 2 25 3 35 4 45 5 05 15 2 25 3 35 4 a5 5
Time (min) Time (min)
Mean Error in Position (m) Mean Error in Position (m)
Usmt RD CSC Usmt RD CSC
10s 50s 100s 5min 10s 50s 100s 5min
9:01-9:02 3,372 2,971 2,898 2,899 2,899 9:01-9:02 3,536 2,783 2,638 2,639 2,639
9:02-9:03 1,534 1,700 2,117 2,159 2,159 9:02-9:03 1,696 1,883 2,310 2,377 2,378
9:03-9:04 1,679 1,665 1,814 1,923 1,941 9:03-9:04 1,716 1,591 1,803 2,015 2,037
9:04-9:05 1,962 2,021 1,941 1,978 1,987 9:04 -9:05 2,193 2,201 2,010 2,043 2,042
Average | 2,241 2,153 2,165 2,201 2,209 Average | 2,285 2,115 2,190 2,268 2,274
Error in Position Error in Position
09/06/2007 e 21/06/2007
{7 T | [ Unsmoothed

Unsmoothed
""" 10s RDCSC
"""" 50s RDCSC
100s RDCSC
5min RDCSC

—===== 10sRDCSC
e 50s RDCSC
100s RDCSC
5min RDCSC

4 15 2 25 3 35 4 45 5 05 15 2 25 3 35 4 a5 5
Time (min) Time (min)
Mean Error in Position (m) Mean Error in Position (m)
Usmt RD CSC Usmt RD CSC
10s 50s 100s 5min 10s 50s 100s 5min

9:01-9:02 2,429 1,873 1,824 1,824 1,824 9:01-9:02 1,989 1,406 1,299 1,299 1,299
9:02-9:03 2,144 1,773 1,510 1,477 1,477 9:02-9:03 0,862 0,852 0,973 0,996 0,996
9:03-9:04 2,343 2,364 2,105 1,910 1,905 9:03-9:04 1,352 1,229 1,032 0,993 0,979
9:04-9:05 1,658 1,614 1,857 1,913 1,992 9:04-9:05 1,683 1,630 1,316 1,142 1,071
Average | 2,143 1,906 1,824 1,781 1,799 Average | 1,472 1,279 1,155 1,107 1,086

Figure 63 May/June 2007 Experiments — Examples of error in psition. Experiments performed

with data taken on May/June 2007.
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It can be concluded that a maximum smoothing ireo¥ 50 seconds or 100 seconds
provides a good trade-off between the improvemehthe mean error in position and

fluctuations of this error.

The implemented RD CSC schemes provide improvemarttse accuracy of position
estimates because they reduce the mean error itloposstimation. In that way, the
position estimates obtained when performances djtested by the implemented RD
CSC approach are closer to the actual receiversstipn, compared to the outcomes
obtained by the conventional unsmoothed methodsé& @provements are small (at
decimetre or centimetre level); anyway, it was fmesto reduce the position error

under 1.5 metres in some experiments.

It has been observed that some drawbacks werenpiiesthe conventional unsmoothed
method and have not being overcome by applying ithplemented RD CSC
approaches. For example, the position estimateiwedefrom these algorithms are
sensitive to receiver clock readjustments thatcaffede measurements but do not have
any effect on carrier-phases. As mentioned in @raft{ the basic quartz crystal
oscillators (or clocks) located at receiver site @t so precise as the ones located at the
GPS control stations; as a result, these clockierspfogressive time deviations with
respect to the general GPS time frame. The codadpsenges processed in the
Kalman filter in order to estimate the receiverssiion are time-based measurements
and their reliability limits the accuracy of thetaimed position estimates. Therefore,
receiver manufactures sought solutions to overcdbiseneasurement limitation, one of
the strategies that is applied on receivers equiggneonsists of limiting the time
deviations by letting the clock drift until it relaes a certain threshold (typically, 1 ms),
and then reset it to return the offset to zeronf@mtioned in reference [3.3]). These
readjustments generate discontinuities on the e@rivzode measurements, i.e. the
pseudo-ranges (1 ms corrections are translated“let@th jumps” of 299.79 km).
Then, the parallel Hatch filters only “smooth” teediscontinuities on pseudo-ranges
but do not suppress then. The receiver clock dewigtare gradual and will not be

eliminated just by applying these low pass filtels. the following figures, an
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illustrative example is shown, this was observedemberforming the above mentioned
experiments.

100s RD Smoothed Pseudo-ranges Error in Position
24500 : : : : : : :

: 14
Satl
L Sat14 12
23500 Sat17
" Sat19 10¢
230001 sat20 .
22500} Satzs 8r \
e Sat28 £ {
= | ] \
22000 — 6l |
1
215001 : \
ar [
%,
210001 PN
FS
]
20500 ————— | — 4\
[ — v
20000 s s s s s s s
6 8 10 12 14 16 18 10 12 14 16
Time (min) Time (min)

Figure 64 Effects of receiver clock readjustments in GPS pa$bning — experiments performed
with data taken on May 5, 2007.

Furthermore, both unsmoothed and RD smoothed #hgasi will exhibit problems

when the number of visible satellites do not overeahe limit required to solve the
navigation equations in the Kalman filter.
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5.3 PD CSC experimental outcomes

The position domain CSC algorithm implemented iesth studies is a Kalman filter
posed by Thomas J. Ford in references [4.14], [4&l®] [4.19]; this approach is
generally called thpseudo-range/delta-phase (PDP) Kalman filter

The main functions performed by the implemented R@knan filter are illustrated in
the following figure (Figure 65). In this approactarrier-phase measurements are
directly incorporated on the Kalman filter that saets the navigation processor. This
modified Kalman algorithm combines the satellitesser distance information
extracted from both code and carrier-based measuntsnio obtain a position estimate.
To overcome the problems derived from the inhermibiguities affecting phase
measurements, carrier-phases are differenced ie, tim that sense, the resultant
differenced measurement is treated as a positiiareince observable between the
previous and the current time epochs (as mentiomeskction 4.3.2 Therefore, the
number of system states in this Kalman filter wakwgied to enclose both current and
previous receiver’s location to properly process tiime differenced carrier-phases as

“position difference” observables.

Xk-1 PDP
@ __ KALMANFILTER

Bancroft
Algorithm

Xk

o Q State
®, i X = [ v wa]'
(i) =|&li) — i
D W=ls-ul 0
Dpi? =W =W +0p,
0]

A0 = (Wl - W) (W, - W)+ A0,

Figure 65 Block diagram of the implemented PD CSC filtering sheme The Pseudo-
range/Delta-Phase (PDP) Kalman Filter
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In the case of unsmoothed and range domain smoathgedthms, position errors from
a filter that includes clock states would be aderaffected when the system do not
have enough observations to generate an instantsrpsition and clock estimate by
solving the navigation equations. The estimatiomrlotk states is required in order to
achieve absolute positioning results; however, astioned insection 4.3.2techniques
that construct new positioning observables by diffeing the GPS measurements are
used in such a way that clock biases are supprebsétese studies the common error
due to receiver’s clock deviations was eliminatezhi measurements by differencing
simultaneous measurements gathered from differatetlises, i.e. forming “between-
satellite” differences, therefore, the modified iKkah filter that processes these
differenced measurements does not need to estoluate states. Hence, the considered
system states shown previously in Figure 65 do @otlose the clock states.
Furthermore, in some references such as [3.58gtdeen mentioned that the impact of
several other measurement errors caused by sosvobsas atmosphere effects and
innacuracies in satellite ephemeris parametersgrsfisantly reduced by processing

these differenced GPS measurements.

As well as in the case of RD CSC algorithms, sdwexperiments were carried out in
order to analyze whether, the position accuracgnianced when performances are
adjusted by the implemented CSC approach showigiuré65. First of all, the July 19,
2007 data set previously used to derive RD CSCresstlts was considered again to
obtain position estimates by performing the impleted PDP Kalman filter. The
observation interval was enlarged till it approatfi® minutes (9:00 — 9:16) in order to
analyze the sensitivity of position estimates twereer clock readjustments. As well as
in RD CSC experiments, pseudo-range measurememngsimientionally corrupted with

the same normally distributed random noise of 2resestandard deviation.

In Figure 66 the satellites layout in the sky is iltaged together with antenna’s
elevation angles. A total of 8 satellites were nmed during the whole 16-minutes

time period.
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Figure 66 July 19, 2007 Experiment — Observed satellites andntenna’s elevation angles.
GPS measurements were collected in the morningl3)I2007 (from 9:00 to 9:16 am)

The geometry of this GPS environment, i.e. howlk&® are distributed on the sky, is
quite homogeneous. Five satellites were moving higth other three rose or set closer
to the horizon. It is worth highlighting the impanice of satellites location since
measurements from high satellites contain smali@r® and noise since the received
signal powers are higher and the paths throughsjgmere and troposphere are shorter.

The PDP Kalman filter formed the between-satellieasurement differences by
considering a reference satellite that is the hlghlene in order to minimize the

measurement error affecting the resultant diffeednobservables, as mentioned in
chapter 4. In this experiment, satellite 27 wassehoto form the measurement
differences because it was monitored with the strgatenna’s elevation angles — see
Figure 66. Hence measurement differences betwdeltites were computed according

to the arrangement shown in the following figure.
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Sat 25 Sat 27

Figure 67 July 19, 2007 Experiment — Forming between-satelét measurement differences
Experiment performed with GPS data collected inrtt@ning July 19, 2007 (from 9:00 to 9:16
am)

First of all, the effects on the estimation of theee Cartesian coordinates are analyzed
when performances are adjusted by the implemeni#e Ralman filter. In addition,
these test results are compared to the ones ddrimedthe conventional Kalman filter
that processed either unsmoothed or RD smootheddpsanges — as shown the
following Figure 68. As a second step, a generd@itjpm error profile was also
evaluated by considering the geometric distanciesdam the position estimates and the
RINEX reference location as previously definedhe mathematical relation stated in
equation (5.2-7). Finally, test results are sumpealiin order to assess if better
positioning outcomes could be obtained when the RRan filter was applied on
performances.

The following figure illustrates the three analyz@dcedures. The unsmoothed method
and the RD CSC approach used a conventional 84staiéion/velocity Kalman filter.
In contrast, in the PD CSC approach the modified® Malman filter estimated the

position coordinates.
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Figure 68 Analysis performed on the implemented PD CSC scheme block diagrams of the

conventional “unsmoothed” method (the first sketctile RD CSC method and the PD CSC methods.
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5.3.1 PD CSC effects on positioning

As mentioned before, a qualitative analysis wasopeied in order to evaluate the error
in the estimation of each position coordinate hiis section, the experimental outcomes
obtained by processing GPS data collected in Ja)y2007 from 9:00 to 9:16 will be

illustrated by means of graphics and numerical @uts. These error profiles were

computed in the same way that test results showadtion 5.2.1

Observe the following figures (Figure 69, Figure &td Figure 71) and compare the
outcomes obtained from the conventional unsmoo#dmaoach and the ones derived
from applying range domain or position domain srhow schemes (i.e. the PDP

Kalman filter). Charts have been grouped into €aan coordinates.

It can be observed that position domain smoothidgeses imply an important

improvement in terms of position estimation compacethe unsmoothed and the range
domain smoothed methods. In fact, error in positoreduced above 2 metres in the
three Cartesian coordinates. In addition, the posdstimates generated by the PDP
Kalman filter are not sensitive to receiver clogadjustments affecting code pseudo-
ranges because the information contained in theecgghase measurements is directly

applied while computing the position within thikdr.
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Figure 69 July 19, 2007 Experiment - Error in the first coordnate of the 3D stationary
positioning solution derived from measurements taken from 9:01 to 9:1.6Conventional
unsmoothed procedur®. Range domain smoothing proceduBe, Position domain smoothing

procedure (PDP Kalman).
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Figure 70 July 19, 2007 Experiment - Error in the second codlinate of the 3D stationary

positioning solution derived from measurements taken from 9:01 to 9:1B. Conventional

unsmoothed procedur®. Range domain smoothing proceduBe, Position domain smoothing
procedure (PDP Kalman).
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Figure 71 July 19, 2007 Experiment - Error in the third coordinate of the 3D stationary
positioning solution derived from measurements taken from 9:01 to 9:1B. Conventional
unsmoothed procedur®. Range domain smoothing proceduBe, Position domain smoothing

procedure (PDP Kalman).
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The following figure illustrates the general pamiti error profile estimated by
considering the geometric distances between thdigosstimates and the RINEX
reference location. As mentioned before, the PDIPnERa estimates are not affected by

the instabilities due to clock readjustments; ferthore, the error in these estimates is
not above 2 metres.
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Figure 72 July 19, 2007 Experiment - Error in position computed as the geometric distance
between the reference RINEX receiver’'s location #rel position estimates. Measurements were
taken on July 19, 2007 from 9:01 to 9:16.
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In addition, the mean error was computed for eachuta of observations. It was
observed that the error in position slightly in@®@ in some cases when performances
were adjusted by the range domain or position domsiaoothing approaches. However,
the implemented PDP Kalman filter maintained therebelow 2 metres providing
robustness to the effects of receiver clock readjasts (as shown in previous figures).

Mean Error in Position Estimation

Unsmoothed RD CSC PD CSC
100 s (PDP Kalman)
9:01 - 9:02 2,597 1,882 1,962
9:02 - 9:03 2,186 2,067 2,060
9:03 - 9:04 1,676 1,856 1,988
9:04 - 9:05 1,294 1,600 1,764
9:05 - 9:06 1,575 1,400 1,677
9:06 - 9:07 6,442 6,888 1,573
9:07 - 9:08 3,072 2,996 1,588
9:08 - 9:09 2,793 2,760 1,654
9:09 - 9:10 1,756 1,859 1,812
9:10-9:11 1,564 1,671 1,828
9:11 - 9:12 1,866 1,712 1,813
9:12 - 9:13 1,773 1,710 1,788
9:13-9:14 1,961 1,767 1,648
9:14 - 9:15 2,642 2,223 1,459
9:15-9:16 1,890 2,262 1,450
Average
Value 2,339 2,310 1,737

Average Error in Position

I 9:01-9:02
I 0:02-9:03
I 9:03-9:04
I 0:04-9:05
I 9:05-9:06
I 9:06-9:07
I 9:07-9:08
I 9:08-9:09
I 9:09-9:10
N 9:10-9:11
N 9:11-9:12

N 9:12-9:13

N 9:13-9:14

] 9:14-9:15

J“u"lllu 9:159:16

0
Unsmoothed RD CsC PD CSC

Figure 73 July 19, 2007 Experiment - Mean error in positioncomputed for each minute of
observations. Measurements were taken on JulyQ®, #om 9:01 to 9:16.
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If the “between-satellite” differences would haveeh considered according to a
different satellites arrangement, the error in fasiwould slightly increase, as shown
in the following example. These test results wdse achieved while performing these

experiments.

Sat25 Sat 27 Sat25 Sat 27

LN e N

Sat8 Sat8

N % Sat 10 Sat 10
Sa(2i& &
& &
Error in Position Error in Position
10 T T T T 10 T T T T
8 8
6 6
4 B 4 |
g€ 0 £ 0
2 5
4 4
5 5
8 s
W2 4 & 8 10 12 14 16 W2 4 & 8 10 12 14 16
Time (min) Time (min)
Mean Error in Position Estimation Mean Error in Position Estimation
PD CSC (PDP Kalman) PD CSC (PDP Kalman)
9:01 - 9:02 1,962 9:01 - 9:02 2,460
9:02 - 9:03 2,060 9:02 - 9:03 2,358
9:03 - 9:04 1,988 9:03 - 9:04 2,253
9:04 - 9:05 1,764 9:04 - 9:05 2,238
9:05 - 9:06 1,677 9:05 - 9:06 2,116
9:06 - 9:07 1,573 9:06 - 9:07 2,188
9:07 - 9:08 1,588 9:07 - 9:08 2,199
9:08 - 9:09 1,654 9:08 - 9:09 2,147
9:09 - 9:10 1,812 9:09 - 9:10 2,058
9:10 - 9:11 1,828 9:10 - 9:11 2,013
9:11 -9:12 1,813 9:11-9:12 1,973
9:12 - 9:13 1,788 9:12 - 9:13 1,866
9:13-9:14 1,648 9:13-9:14 1,795
9:14 - 9:15 1,459 9:14 - 9:15 1,779
9:15-9:16 1,450 9:15 - 9:16 1,699
Average Average
Valug 1,737 Value 2,076

Figure 74 July 19, 2007 Experiment - Different satellites lagut to form between-satellite
measurement differences -Experiment performed with GPS data collected inrtfwening July
19, 2007 (from 9:00 to 9:16)
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If all the visible satellites would have been l@thiow in the sky, the positioning
outcomes would be worst because the quality ofgdteered measurements would be
lower. Therefore, as shown in the above test resthie visibility of at least one satellite
placed high in the sky is convenient for the positig accuracy to be improved (as
mentioned in reference [4.19]).

5.3.2 PD CSC positioning outcomes

As well as in RD CSC experiments, several perfoicearwere carried out in order to
assess if better positioning results could be abthivhen performances are adjusted by

the implemented PDP Kalman filter shown in Figuse 6

The processed measurements were the same GPStfatoissidered in the RD CSC
experiments. These observations were collected ay Mnd June 2007 and the
measurement time periods were enlarged till thgy@grhed 16 minutes in order to
observe what happened with the effects of recetl@ck readjustments on position
estimates. The sampling rate was 1 Hz and the mMmgsiute of observations was
disregarded to avoid possible system instabilitieging the initialization of the

navigation procedure.

First of all, a qualitative analysis was performiegl outlining the error in position

estimates and directly observing if better positignresults were obtained when
performing the PDP Kalman filter. The error in gimgi was evaluated as the geometric
distance between the estimated receiver’s locatiwh the approximation provided by
the processed RINEX files — as illustrated prevpus Figure 54 and computed

according to the equation (5.2-7). Secondly, a ttadive analysis was also performed
by evaluating the mean error in position in eaghi@utes interval of observations. The
improvement in position accuracies is clear wherfop@mances were carried out by
using the implemented PDP Kalman filter. The meanoren position is not above 2

metres in the case of this position domain smogthapproach and fluctuations in

position estimates are considerably reduced.
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Figure 75 May/June 2007 Experiments - Error in position. Experiments performed with data
taken on May/June 2007.
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Figure 76 May/June 2007 Experiments - Error in position Experiments performed with data

taken on May/June 2007.



176

In conclusion, the most convenient CSC scheme rimdeof position accuracy is the
implemented PDP Kalman filter that maintains th@rem position estimates less than

two metres. However, this error falls below onenmat rare cases.
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Chapter 6

Conclusions

In this study combination approaches that blendettugy different types of GPS
measurements were analyzed theoretically and séiieim were implemented. These
algorithms blend together code pseudo-ranges amkrephases, derived within a
conventional single-frequency GPS receiver, in ptdesmooth out the noise inherent
on pseudo-ranges. This technique is referred t@amser smoothing code (CSC)

filtering.

The analyses were aimed at assessing the improvererposition accuracy that can
be achieved when performances are adjusted by &€& approaches. In fact, two

different CSC algorithms were chosen to performusations.

On the one hand, it was considered the most baSIC €&chemes that has been the
reference approach for later CSC researchs. Thieadewvas first introduced by Ron
Hatch in 1982 in a paper entitledTe synergism of GPS code and carrier
measurementd4.1]. Hatch'’s filter basically consists of a tgsive scheme that starts
with raw pseudo-range measurements to establistbsolute initial smoothed pseudo-
range. Progressively, higher weights will be plaaad the derived carrier-phase
information and less on the one derived from pseadges. In that way, a smoothed
pseudo-range profile is provided as the outputeffilter that is directly processed by
the navigation processor to obtain a receiver'stiposestimate. This CSC approach
involves the use of a group of parallel Hatch'sefs, one for each visible satellite and
offers a modest improvement in terms of positiotimeion. Test results have shown
that the mean error in positioning can be redusethach as a few centimetres (in the

range of 2-4 cm) with respect to the conventionaénnoothed methods. However,
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fluctuations in the position estimates are considigr smoothed while applying the
Hatch’s filters on pseudo-range measurements, asrshn the following example

derived from an experiment carried out with datdected in May 5, 2007.

Error in Position
05/05/2007

[ Unsmoothed
""" 10s RDCSC
------ 50s RDCSC

100s RDCSC

5min RDCSC

25

Mean Error in Position (m)
Usmt RD CSC
10s 50s 100s 5min
9:01-9:02 | 1,919 1,217 1,030 1,030 1,03
9:02-9:03 | 1,750 | 1,653| 1,134 1,069 1,06
9:03-9:04 | 1,561 1,589 | 1,446 1,309 1,29
9:04-9:05 | 1,293 1,344 1,412 1,314 1,27

Average | 1,631 | 1,451 | 1,255 1,179 | 1,165

=10 00 O

0

1 15 2 25 3 35 4 45 5
Time (min)

Figure 77 Error in position obtained while applying different range domain smoothing
approaches.Experiments performed with data taken on May 5,7200

The window’s length (i.e. the smoothing intervaf)tbe Hatch's filters is a relevant
factor for eliminating the noise on position estiesa In general, the larger the
smoothing interval, the more efficient smoothing udb be achieved. Hence, this
smoothing process is supposed to improve with tbue a price is paid for large
smoothing intervals in the form of positioning deions due to changes in atmosphere
effects. If it were possible to estimate the rdtéoaosphere delay, more effective and
efficient use of these Hatch filtering schemes wdudve been achieved. However, this
effect is usually unknown to a single-frequencyereer; therefore, a conservative
constant carrier-smoothing time is typically ustib$e are the different window lengths
of 10 seconds, 50 seconds, 100 seconds and 5 siiraatesidered while deriving the
test results shown in Figure 77).
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The second CSC approach that has been considetleelsm studies is based on Kalman
filters. In fact, several references posed therthebKalman filters in order to combine
carrier-phases and code pseudo-ranges [4.19] [44.81] [4.11] and [4.9]. The
pseudo-range/delta-phase (PDP) Kalman filpersed by Thomas J. Ford in references
[4.14], [4.18] and [4.19] has been chosen becatigs simplicity and intuitiveness. In
this approach, carrier-phase measurements ardlgirecorporated on the navigation
processor that is a modified Kalman filter. ThisIddan algorithm combine the
positioning information extracted from both coded ararrier measurements to derive
the position estimates. As a requirement, systemtestenclose both current and

previous receiver’s location to properly processieaphases as position observables.

This “position domain” smoothing scheme is not snsitive to receiver clock
readjustments as the “range domain” Hatch filtéreSe readjustments are performed at
receiver site to correct the time-deviations causgthe basic quartz crystal oscillators
(i.e. the clocks) used in this type of equipmeS8tame receiver manufacturers attempt to
limit these deviations by letting the clock drifbtu it reaches a certain threshold
(typically, 1 ms), and then reset it with a ‘juntp’return the bias to zero. As shown in
the following figure, these clock readjustmentseffpseudo-ranges because they are
generated by means of time measurements and therdie resultant position estimates

are also corrupted.
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Figure 78 Effects of receiver clock readjustments in GPS pa$bning — experiments performed
with data taken on May 5, 2007.
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The carrier-phase measurements are not affecteddeyer clock readjustments. As a
result of incorporanting these GPS measurementiseirposition estimation within the
modified PDP Kalman filter, the position becomesseimsitive to these clock

readjustments, as shown in the following figure.

In the following figure, effects of clock readjustnts on both pseudo-ranges and
position estimates are shown. The first coordimdifgosition, computed while applying
the unsmoothed method and the Hatch filter methad, a range domain (RD)
smoothing scheme, is compared with the one compweatie PDP Kalman filter. It is
observed how positions generated by the PDP Kaliittan are not affected by clock

readjustments since phases are applied directliewbmputing the navigation solution.

Error in Position
05/05/2007

Unsmoothed [
----- 100s RDCSC
PDP Kalman T

14r

12

101

2 4 6 8 10 12 14 16
Time (min)

Figure 79 Example of PDP Kalman positioning robustness to ctk readjustments - Unlike
PDP Kalman positioning, position estimates derifrean the conventional unsmoothed approach
and RD Hatch filter scheme are sensitive to recedleck readjustments affecting pseudo-range
measurements.

Test results have shown that the position domaiaosining scheme implemented by
the PDP Kalman filter provide the best outcomegenmnmns of position accuracies. In
fact, the error in PDP Kalman estimates is not alidbvnetres and remains stable when
a clock readjustmens is carried out within the ineme However, test results have
shown that the remaining error in position is naredduced below one metre, even

when the PDP Kalman filter is used.
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