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A B S T R A C T   

Electron cryomicroscopy (cryo-EM) has emerged as a powerful structural biology instrument to solve near- 
atomic three-dimensional structures. Despite the fast growth in the number of density maps generated from 
cryo-EM data, comparison tools among these reconstructions are still lacking. Current proposals to compare cryo- 
EM data derived volumes perform map subtraction based on adjustment of each volume grey level to the same 
scale. We present here a more sophisticated way of adjusting the volumes before comparing, which implies 
adjustment of grey level scale and spectrum energy, but keeping phases intact inside a mask and imposing the 
results to be strictly positive. The adjustment that we propose leaves the volumes in the same numeric frame, 
allowing to perform operations among the adjusted volumes in a more reliable way. This adjustment can be a 
preliminary step for several applications such as comparison through subtraction, map sharpening, or combi-
nation of volumes through a consensus that selects the best resolved parts of each input map. Our development 
might also be used as a sharpening method using an atomic model as a reference. We illustrate the applicability 
of this algorithm with the reconstructions derived of several experimental examples. This algorithm is imple-
mented in Xmipp software package and its applications are user-friendly accessible through the cryo-EM image 
processing framework Scipion.   

1. Introduction 

Cryo-EM is becoming a widely used technique for the determination 
of the atomic structure of proteins and macromolecular complexes. The 
number of density maps reconstructed from cryo-EM data is increasing 
both in ‘Single Particle Analysis’ (SPA) and ‘Subtomogram Averaging’ 
(StA). However, the comparison between these reconstructions is still an 
open problem in the field and usually implies volume subtraction. 

To compare reconstructions, the volumes must be the same size and 
aligned, but also they must be in a common numerical frame and they 
should have comparable energy, both in real and Fourier space. There 
are recent proposals for comparing reconstructed volumes which 
perform volume subtraction as TemPy:DiffMap (Joseph et al., 2020) by 
making an amplitude scaling in Fourier space moving a small window 
along the two maps to be compared. This amplitude scaling can be 
performed globally, as was suggested by Terwilliger et al. (2020). 
Structure subtraction is also a key step for some angular alignment 

approaches, notably focused classification (Bai et al., 2015; Punjani 
et al., 2017). 

In this article, we propose an enhancement of this approach to adjust 
the numerical values of the two volumes before subtracting and thus, we 
expect better subtraction results, and consequently, more accurate dif-
ferences in densities. This difference can be performed between two 
cryoEM maps, a cryoEM map and an atomic model which will be con-
verted internally into a density map, or between an SPA and an StA 
maps. Moreover, the proposed adjustment can be used for other appli-
cations. First, if we invert the roles of the reference (now the atomic 
model) and adjusted volume (now the SPA map), the adjustment oper-
ator acts as a map sharpener. Second, if we have several reconstructions 
of the same macromolecule (for example obtained from different 
reconstruction algorithms), we have observed that usually each of these 
reconstructions have parts better resolved than others, while other parts 
are worse. We may use the adjustment procedure to make sure that all 
maps are in the same numerical framework and then apply a map fusion 
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technique based on wavelets. In this way, we have a volume that is a 
consensus of the input reconstructions, trying to keep the best quality 
parts of the different inputs. To the best of our knowledge, this is the first 
attempt to combine multiple reconstructions of the same structure ob-
tained by different methods into a single map. 

2. Methods 

2.1. Numerical adjustment of volumes 

We define the set of operations necessary to assimilate the values of 
one volume to another without losing the structural information as 
numerical adjustment of volumes. If this adjustment is not performed, 
the different gray scales and energies of the two volumes make a 
quantitative comparison impossible. Thus, to get comparable maps, we 
have developed an adjustment algorithm based on projectors onto sets, 
specifically being all of them, except for the first one, projectors onto 
convex sets (POCS) (Madisetti and Williams, 1999). 

Lets note the two volumes to be adjusted as V1 and V2. V1 will be 
chosen as the “reference” volume, while V2 will be modified to be 
numerically adjusted to the reference volume. To perform this adjust-
ment, we use five projectors in an iterative way, concentrating their 
effects to a given region in real space, to transform a map V2 into another 
map whose numerical values are as close as possible to those of a 
reference map V1, previously restricted by a non-negative constraint. 

The first projector applies the Fourier amplitude of the reference 
volume to the input volume (which will be adjusted), in order to have 
both volumes with comparable energies. The amplitudes of the refer-
ence volume are not applied directly, but they are modulated by the 
quotient of the radial averages (denoted by a over line) of the Fourier 
magnitudes of the reference volume and the input volume. Given the 
Fourier transform of a map, V̂(ω), and the Fourier transform of the 
reference, V̂1(ω), the proposed projector is 
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This projector is similar to the approaches used in Jakobi et al. 
(2017) and Joseph et al. (2020). 

The second projector limits the minimum and maximum gray value 
of the input volume in real space, V(r), to take the minimum, m1, and 
maximum, M1 values of the reference volume. 

P 2(V(r)) = min(max(V(r),m1),M1) (2) 

This second projector ensures that the range of gray of the adjusted 
map does not exceed that of the reference map. 

The third projector considers two binary masks in real space, one for 
the reference map and another for the input map (W1(r) and W2(r)), so 
masks must be the same size as the maps: 

P 3(V(r)) = W1(r)W2(r)V(r) (3) 

This projector computes the intersection of the masks and apply the 
resultant mask to the modified volume. Thus, it concentrates the action 
of the rest of the projectors to a particular region in space, i. e. the region 
composed by the intersection of the masks. 

The fourth projector takes the Fourier phase of the original V2 and 
applies it to the current estimate of the adjusted map: 
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The goal of this projector is to preserve the structural information of 
V2 as faithfully as possible, as the phase of a map contains most of the 
three-dimensional information of the macromolecule. 

Finally, the last projector imposes non-negativity to the adjusted 
map: 

P 5(V(r)) = max(V(r), 0) (5) 

The reason is that macromolecules should not have negative density 
values, and all the operations performed in Fourier space may induce 
some artificial ringing that should be eliminated. Although it is true that 
negative values can also be caused by other sources (as actual densities 
lower than the solvent density or imperfect CTF correction), at the point 
of making two structures as similar as possible while still preserving the 
structural details conveyed by the second structure, we cannot identify 
all these effects. Thus, we decided to clip negative values as they nor-
mally do not correspond to structural details of the macromolecule of 
interest if the background has been normalized to zero. This latter choice 
is not physically correct (as the Coulomb potential of the ice is not zero), 
but it is generally adopted as a way to prevent 3D reconstruction arti-
facts due to a non-zero background. 

We start the iterations restricting the analysis to the common region 
defined by the masks W1 and W2 V(0) = P 3(V2(r)). Note that these 
masks are optional and if they are not provided, they are assumed to 
cover the whole input maps. Then, we sequentially apply the projectors 
described above. When needed we also include the Fourier and inverse 
Fourier transform operators (F and F − 1). Given the current adjusted 
map at iteration k,V(k)(r) we produce the k + 1-th iteration as 

V (k+1)( r
)
=
(
P 5∘F − 1∘P 4∘F ∘P 3∘P 2∘F − 1∘P 1∘F

)(
V (k)( r

))
(6)  

where ∘ denotes operator composition. 
In summary, this is an iterative method which try to look for a non- 

negative volume that has the energy of V1 in Fourier space, the phases of 
V2, and whose minimum and maximum do not exceed the ones of V1. All 
this search is performed in a region constrained by the masks W1 and 
W2. 

Since the method usually converges after five iterations, this number 
of iterations has been selected by default. However, the number of it-
erations can be modified by the user if it is observed that convergence is 
not reached or if it is reached in less iterations. In order to know the 
degree of convergence after every projector, as well as after each iter-
ation, the difference in terms of energy is estimated between the pre-
vious result and the current one. Since this value is reported right away, 
the user can estimate whether the process has converged or it needs 
some more iterations. At the end of the iterations, let us refer to the 
numerically adjusted volume as Ṽ2(r). 

2.2. Applications 

In the following, we illustrate three possible uses of the numerical 
adjustment procedure described above. Each one differs in the problem 
to solve and the inputs to the procedure. In all cases, it is extremely 
important that the two maps to adjust have been spatially registered so 
that both are at the same location. The numerical adjustment procedure 
described above has been implemented in Xmipp (de la Rosa-Trevín 
et al., 2013), and the different applications described below are avail-
able through the cryo-EM image processing framework Scipion (de la 
Rosa-Trevín et al., 2016). 

2.2.1. Volume subtraction 
Volume subtraction is the first of the applications. In this problem we 

have two volumes V1 and V2 and we want to see where the differences 
between the two volumes are. Volume subtraction has been extensively 
used in the field to identify small proteins in viral capsids, factors, or 
ligands bound to a given macromolecule. They can also be used to 
describe conformational changes between two different states of the 
same macromolecule or the same structure solved by different tech-
niques like single particle analysis and subtomogram averaging, or 
single particle analysis and X-ray diffraction. 
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We may perform the numerical adjustment at some desired resolu-
tion (for instance, we may limit the operations to the resolution of V1,V2, 
the minimum of both, or any other resolution of interest). Let us refer as 
Ṽ1 to the lowpass filtered V1 volume, and as Ṽ2 to the numerically 
adjusted V2 volume filtered to the same resolution as V1. Then, the 
volume subtraction is performed as 
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whose interpretation is “keep the original V1 in those regions in which 
the two volumes have not been adjusted (1 − W1(r)W2(r)), and compute 
the difference between the adjusted volumes in the remaining regions 
(W1(r)W2(r))”. Note that the masks W1 and W2 do not need to be hard, 
and soft masks make perfect sense. 

2.2.2. Map sharpening 
The numerical adjustment procedure described above can be used as 

sharpening method. If V1 is an atomic model converted to a density map 
(Sorzano et al., 2015), and V2 is the cryoEM map, then we may use the 
numerical adjustment to push the cryoEM map to have the same 
amplitude spectrum as the reference volume V1, while keeping its 
original information, which is mostly stored in the phases of the Fourier 
coefficients of V2. The result can be low pass filtered to the input reso-
lution if the user suspect that over-sharpening is being produced. This 
approach of amplitude scaling, although similar to the one proposed by 
Terwilliger et al. (2020) and Jakobi et al. (2017), add some restraints 
like constraining the range of the sharpened map and the spatial region 
in which the adjustment is performed. 

2.2.3. Map consensus 
Very often, we have multiple 3D reconstructions of the same struc-

ture obtained from the same data, but using different 3D reconstruction 
methods like CryoSparc (Punjani et al., 2017), Relion (Scheres, 2012), or 
Xmipp (de la Rosa-Trevín et al., 2013; Sorzano et al., 2018). In general, 
none of the maps is superior to all others in all regions. Normally, we 
observe that some parts of the maps are better reconstructed in one of 
the maps, while some other parts are better preserved in some other 
map. A common upgraded map could include the best domains selected 
from all maps. In this work, we have addressed the fusion of the optimal 
parts of the maps into a single one based on the measure of their local 
quality. The local quality of the map may be estimated by local resolu-
tion (Vilas et al., 2018), the local similarity between the map and its 
atomic model (Ramírez-Aportela et al., 2021), or the local energy of its 
wavelet coefficients (Pajares and de la Cruz, 2004). 

In any case, we may fuse the different maps into a single one using 
any measure of their local quality. In this work, we propose to do that by 
cherry-picking the coefficients of the wavelet transform of the volume 
depending on the local quality measure. This is a well-known image 
fusion technique (Pajares and de la Cruz, 2004). Let us consider a set of 
input volumes V1(r),V2(r), …, VN(r). We refer to the wavelet transform 
at scale s of the input volume Vn(r) as V̂

s
n(r). Then, the fusion is per-

formed by constructing a new wavelet transform that, at every location 
and scale, takes the wavelet coefficient from the volume with better 
local properties 
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(8)  

where Φ(s, r) is a function that considers the local quality of the N input 
volumes at that scale, and returns the index (1, 2, …, N) from which the 
wavelet coefficient must be taken from. A typical operator used in image 
fusion, and the one used here for our experiments, is simply 

Φ
(

s, r
)

= argmax
n

|V̂
s
n

(

r
)

| (9) 

Finally the consensus map is obtained by merely inverting the 3D 
wavelet transform using the consensus coefficients. 

In addition to being able to keep the best coefficients from all the 
input volumes, we may also compute the local disagreement of the 
different wavelet transforms so that we have an estimate of those regions 
where most maps agree as well as the regions in which they disagree. We 
propose to do so by the following qualifier: 
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Note that for this fusion to work and obtain as result a quantitative 
fusion map, we need that all the input maps have similar numerical 
values, otherwise their wavelet coefficients cannot be freely combined 
into a single consensus wavelet transform as they are not comparable. 
The numerical adjustment procedure proposed in this paper has allowed 
us to successfully devise this map consensus operator as illustrated in 
Section 3.3. 

3. Results and discussion 

We note that our algorithm tries to match two input signals to have 
similar numerical values. For this reason, along this section we make a 
special emphasis on showing the slices of the resulting volumes in order 
to see the details in the signal itself (values of the pixels). In the iso-
surface representation of the volumes the signal is thresholded and, 
consequently, we cannot appreciate its internal details. 

3.1. Subtraction 

We have selected three examples of subtraction to illustrate the 
utility and versatility of the method, being the first one the subtraction 
between a cryo-EM map and a converted atomic model, the second 
example the subtraction between two different density maps, and the 
third example the difference between a converted atomic model and a 
map. In all cases, the second volume is adjusted to the first one, as 
described in Section 2.2.3 previously to the subtraction. 

3.1.1. Map – Model: Asymmetric unit of human adenovirus 41 
To generate the starting reference map, we extracted the map frac-

tion used to model the asymmetric unit (ASU) of the atomic structure of 
the capsid of the human adenovirus 41 (HAdV-F41) (Pérez-Illana et al., 
2021) (see Fig. 1A). Then, we fitted the ASU atomic model to the 
reference map (Fig. 1(B)). This fitted atomic model was then converted 
into a density map using electron atomic scattering factors (Sorzano 
et al., 2015). To have both maps in the same position, we assigned the 
origin of the reference map to the model-derived map which will be 
adjusted and subtracted from the reference map. After that, a binary 
mask was computed for each of the maps. 

Once we have both maps in registration and the corresponding 
masks, we have applied our algorithm for adjustment and subtraction 
(described in Sections 2.1 and 2.2.1). The adjustment has been per-
formed with five iterations. The reference and adjusted volumes have 
been low pass filtered at 4 Å of resolution previously to the subtraction, 
as this is the resolution of the input map and smallest differences will not 
be reliable. The low pass filter was implemented as a raised-cosine filter 
whose amplitude was 1 up to 4 Å and smoothly decays (as a cosine) to 0, 
at 2.9 Å. 

The subtraction result is showed in Fig. 1C. As can be appreciated, 
most of the map region where the ASU was fitted has been removed. 
Fig. 1D shows the central slice of the reference volume, while Fig. 1F 
shows the central slice of the volume resulting from the subtraction 
performed by the proposed algorithm. The central slice of the result 
obtained with UCSF ChimeraX v1.1 (Goddard et al., 2017) is showed in 
Fig. 1E. It can be seen that the result of the proposed algorithm in the 
subtraction region is less noisy and the remaining density is clearly 
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visible. In contrast, the result of ChimeraX is more noisy in the sub-
tracted area and it is difficult to distinguish between remaining density 
and the noise. 

In Fig. 2 it can also be observed that the result of ChimeraX sub-
traction is noisier (left column) as more small unconnected densities 
remains than in the result of the proposed algorithm (left column), even 
though all maps have been dust filtered. In the bottom part of Fig. 2 a 
low pass filter have been applied in order to strengthen the signal. To 
check if the signal is enough in the results, we focus in protein core V of 
the adenovirus (Rafie et al., 2021.), which is present in the reference 
map, but it is not traced in the atomic model of the ASU from which we 
derive the map to subtract. We have remarked this protein with a red 
rectangle in Fig. 2. As can be seen in the figure, signal is a bit higher in 
the case of ChimeraX low pass filtered map (C) in comparison with low 
pass filtered version of the difference map computed by proposed al-
gorithm (D). Nevertheless, in the case of proposed algorithm the signal is 
enough to identify the lack of this protein in the reference map, easily in 
the low pass filtered version, but also in the original result. However, in 
the original result of ChimeraX even though there is more density in the 
region where the protein is, it is very difficult to know which densities 
correspond really to the protein and which are noise. 

3.1.2. Map – Map: Hepatitis-B viral capsid 
In this second experiment, we apply the subtraction between two 

reconstructed density maps. In order to highlight the versatility of the 
adjustment and subtraction algorithm, we have chosen a density map 
that comes from SPA reconstruction of the Hepatitis-B viral capsid as 
reference map and a second map of the same structure to subtract but, in 
this case, the map is a subtomogram average (StA) reconstruction. 

For the SPA map we have chosen entry 21653 from EMDB, which has 
a box of 640 × 640 × 640, a voxel size of 0.65 Å and a resolution of 4.6 
Å (see Fig. 3 left). The StA map comes from EMDB entry 3015, with a 
box of 240 × 240 × 240, a voxel size of 2.17 Å, and a resolution of 8.1 
Å (see Fig. 3 right). 

We have adjusted the StA map to the SPA map, as the SPA map has 
better resolution. The StA map was resized to have same box and pixel 
size than the SPA map. Then, the resized StA map was aligned to the SPA 
map. Once the maps were aligned, a binary tight mask was computed for 

each one. The adjustment was performed with five iterations. The sub-
traction was performed up to a resolution of 8.1 Å (the resolution of the 
StA map), meaning that adjusted volume has been low pass filtered at 
mentioned resolution previously to the subtraction. As can be seen in 
Fig. 4, there are differences all around the capsid, due to the difference 
of resolution in input maps, corroborating a lack of detail in StA map in 
comparison with SPA map. However, the StA reconstruction could show 
interesting differences in conformation due to the nature of the 
technique. 

Thus, using this method it is possible to compare two maps of the 
same macromolecule obtained by different techniques and get reliable 
results in terms of densities as they have been numerically adjusted, 
which it is not the case if the subtraction is performed directly between 
the original SPA and StA maps as the pixel values of the maps probably 
will not be comparable. In Fig. 5 most notably differences between SPA 
and StA maps of the Hepatitis-B viral capsid are pointed by red arrows. 
This differences correspond to high frequency details and thus can be 
caused by the lack of the side chain densities in StA map due to the low 
resolution of the map. 

3.1.3. Model – Map 
In this section, we carried out the subtraction of the atomic model 

(which has been previously converted into a density map using a method 
based on Electron Atomic Scattering Factors, Sorzano et al. (2015)) of 
the envelope trimer protein of HIV BG505 in complex with the rabbit 
antibody E70 Fab (PDB ID6P62) from the experimental cryo-EM map 
(EMD-20259) from which the atomic structure was modeled. 

A and B of Fig. 6 shows the central slices of the atomic model con-
verted into density map and the experimental cryo-em map. From C to F 
of the same figure the results for ChimeraX, the proposed algorithm, 
TemPy:DiffMap method (Joseph et al., 2020) using local and global 
modes are shown respectively. As can be seen, the global approach of 
Tempy:Diff as well as ChimeraX have very noisy structures with many 
negative values (black pixels) and a very noisy background. For this 
reason, we focus the comparison of the results to the local approach of 
TemPy:DiffMap. The local DiffMap is noisier than the result of proposed 
algorithm, hindering what could be considered as real differences be-
tween the inputs and noise, also due to the presence of negative pixels 

Fig. 1. A) Reference map extracted from the capsid of the human adenovirus 41 (HAdV-F41) (EMD-10768). B) AdV-F41 ASU atomic structure (PDB ID6YBA) fitted to 
the reference map. C) Subtraction result of reference map in A minus the map derived from the conversion of atomic model in B with the proposed algorithm. D) 
Central slice of reference map. E) central slice of the subtraction computed by ChimeraX. F) Central slice of C. 
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Fig. 2. Subtraction result of reference map minus map derived from ASU model performed by: A) ChimeraX subtraction B) proposed algorithm C) low pass filtered 
version of map in A D) low pass filtered version of map in B. Red rectangle enclosed core protein V, which is in the reference map but it is not traced in the model. E) 
Atomic structure of the adenovirus core V protein fitted into the density remarked in D. 

Fig. 3. Reconstruction of the Hepatitis B virus capsid using SPA (EMD-21653) (left) and StA (EMD-3015) (right).  
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(the ones that are darker than the background) in the case of DiffMap. 
Nevertheless, both algorithms seem to mostly agree in the bigger dif-
ferences (brighter pixels), however the brighter regions appear more 
blurred in the result of DiffMap. 

We show in Fig. 7 the correlation of the Fourier Shell Correlation 
(FSC) of the difference map in Fig. 6D with the input map in Fig. 6A (FSC 
1, in blue) and the input map in Fig. 6B (FSC 2). As can be seen, the FSC 1 
rather correlates with the FSC of the difference map as the FSC 1 comes 
from a model converted into density map (Fig. 6A) and thus, in it there is 
high frequency information that is lacking in Fig. 6B, and that high 
frequency information remains in the difference map (Fig. 6D). In the 
case of correlation with the FSC 2, (that comes from the map in Fig. 6B), 
ideally the correlation would be near to 0 for all the frequencies. 
However, in this case the FSC 2 does not correlate that much (the cor-
relation is smaller than 0.5, actually 0.4 is the higher correlation) so thus 
this indicates that there is no over-subtraction at all. 

Fig. 4. Two slices from SPA Hepatitis-B viral capsid (left column), StA Hepatitis-B viral capsid (center left column), adjusted StA map to SPA map (center right 
column) and subtraction between both (right column). 

Fig. 5. Bottom view of the bottom slice in Fig. 4 of the Hepatitis-B viral capsid 
displayed in ChimeraX. StA volume rendered in yellow, SPA volume in light 
blue and difference volume in grey as a mesh. Red arrows point some 
remarkable differences between the subtracted volumes. 

Fig. 6. Central slices of: A) PDB ID6P62 converted into density map. B) Cryo-EM density map of same structure (EMD-20259). C) Subtraction performed by Chi-
meraX. D) Subtraction performed by proposed algorithm. E) Local subtraction by TemPy:DiffMap. F) Global subtraction by TemPy:DiffMap. 
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3.2. Map sharpening 

As explained in Section 2.2.2, the adjustment algorithm can be used 
as a post-processing step to sharpen and denoise the reconstructed map. 
To achieve that, a density map previously generated from an atomic 
model is used as reference and the experimental map is adjusted to it. To 
illustrate this implementation of the method, we have used an apo-
ferritin map (EMD-11122) and its associated atomic model (PDB 
ID6Z9F). 

The central slices of the input volume (A) and detail of the region 
remarked (B), reference (E) and sharpened volumes by different 
methods are shown in Fig. 8. We compared our result to the ones of other 
state-of-the-art sharpening methods: Phenix (Terwilliger et al., 2018), 
LocScale (Jakobi et al., 2017), DeepEMHancer (Sanchez-Garcia et al., 
2020), and LocalDeBlur (Ramírez-Aportela et al., 2020). 

As can be seen in Fig. 8, in this particular case, LocScale (C) has 
masked the structure, but the information remains very noisy and it is 
difficult to observe difference between the original and the sharpened 
map and Phenix sharpening (D) has not changed significantly the orig-
inal volume. DeepEMHancer (G) denoised considerably the map, but the 
density remains blurred and the high frequency details are lost in some 
regions. This was expected as DeepEMHancer algorithm performs better 
in volumes whose resolution is worse than the one used here (1.56Å). In 

the case of LocalDeBlur (H), it has over-sharpened the result. The result 
of the newly proposed algorithm (F) appears denoised and sharpened 
and the map looks the most similar to the converted atomic model. The 
result is currently low pass filtered at the resolution of the original map 
(1.56 Å) in order to avoid over-sharpening. 

In Fig. 9 we show a plot of the energy decay for the original volume, 
the converted atomic model and the different sharpening methods. Note 
that the curves are adjusted at medium frequencies (0.07 to 0.12) in 
order to compare the relative positions of the curves in low and high 
frequencies. It can be seen that LocalDeBlur (blue), LocScale (red) and 
Phenix (pink) have a general fall of energy similar to the one of the 
original map (yellow), but LocalDeBlur and LocScale move away in the 
high frequencies. However, the decay of energy of the sharpened results 
must assimilate as much as possible to the one of the converted atomic 
model (orange). In this case it can be seen that DeepEMHancer (green) 
and the proposed algorithm (purple) are the nearest. Note that the 
proposed algorithm actually uses the atomic model in the sharpening 
process, while LocalDeBlur, DeepEMHancer and Phenix do not. In the 
case of LocScale, it also uses the atomic model in the sharpening process 
but it energy decay is closer to the map in intermediate frequencies. 

Fig. 7. Fourier Shell Correlation (FSC) of the difference map in Fig. 6D with the 
input map in Fig. 6A (blue) and the input map in Fig. 6B (orange). 

Fig. 8. Central slices of: A) Apoferritin density map EMD-11122. B) Detail of the region remarked in red in A. C) Result of LocScale. D) Result of Phenix sharpening. 
E) Apoferritin density map derived from atomic model PDB ID 6Z9F. F) Result of proposed algorithm as sharpening method low pass filtered at the input map 
resolution (1.56 Å). G) Result of DeepEMHancer. H) Result of LocalDeBlur. 

Fig. 9. Energy decay plot of original volume, converted atomic model and 
different sharpening algorithms. Curves are adjusted at medium frequencies. 
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3.3. Consensus 

We show here two examples of consensus maps. The first example 
uses several apoferritin experimental maps and it is meant to show the 
correctness of the method in a setup in which the solution is known. The 
second example shows its application to several reconstructions of the 
Sars-CoV-2 Spike. 

3.3.1. Apoferritn 
As a proof of concept, we have adjusted and fused six different re-

constructions of apoferritin from EMDB with different resolutions (en-
tries 0144 with a resolution of 1.64 Å, 6800 with a resolution of 2.90 Å, 
6801 with a resolution of 3.20 Å, 3854 with a resolution of 3.15 Å, 3853 
with a resolution of 2.50 Å and 4213 with a resolution of 2.14 Å, see 
Fig. 10). The six maps have been cropped to 200 × 200 × 200, as it was 
the smallest input box size and their voxel size has been set to 0.81 Å, as 
it was the smallest input voxel size. 

Then, the six volumes were aligned and adjusted having as common 
reference the first volume (EMD-0144), as it was the one with best 
resolution (1.65 Å). The first volume was also adjusted to itself, in order 
to be strictly positive and low pass filtered like the rest. Each map was 
adjusted to the reference and low pass filtered to its own resolution. 
Then, we used the six adjusted volumes as input for the consensus. No 
parameters are required for this algorithm. 

The consensus volume is shown in Fig. 11. The color scale represents 
the degree of difference between the inputs, being dark blue the smallest 
differences and red the largest ones. As expected, the consensus volume 
is very similar to the one with best resolution. This fact confirms the 
correct performance of the consensus algorithm, which is keeping in 
each region the information of best resolution. 

In Fig. 12, the central slice of consensus volume (A and B) and the 
central slice for the best input volume (C) are displayed together with 
the central slice of PDBPDB6WXWX6 converted into density map (D) as 
reference. It can be seen that in general all the signal from the edges of 
the map is reinforced in consensus result in comparison with the input 
map of best resolution. Red arrows in the Fig. 12 points to regions with 
differences between input volume (C) and consensus (B), where the 

signal in the consensus is reinforced and thus, is more similar to the 
signal in D. These are small differences but they point out that the al-
gorithm, as designed, is taking the most energetic coefficients of any of 
the input volumes, and that in these regions, not all the input volumes 
agree. 

3.3.2. SARS-CoV-2 spike 
To better illustrate the utility of volume consensus, we have used this 

algorithm with different reconstructions of the spike of the SARS-CoV-2 
obtained from the same dataset with different reconstruction algo-
rithms: CryoSparc (Punjani et al., 2017), Relion (Scheres, 2012) and 
Xmipp HighRes (Sorzano et al., 2018). Two of the input maps corre-
spond to the additional maps (sharpened maps) of entry EMD-11328, 
which processing details are described in Melero et al. (2020), while 
the other three are in-home reconstructions with same softwares and 

Fig. 10. Central slices of six different reconstructions of apoferritin from EMDB with different resolutions. They have been used as inputs for the consensus algorithm 
described in this article. 

Fig. 11. Isosurface representation of the consensus of the six reconstructions of 
apoferritin displayed. The colors represent the degree of similarity between the 
signal of the input maps, being blue the smallest differences between input 
volumes and red the biggest differences. 
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similar processing that have not been submitted to any public database. 
We aligned the five density maps of this structure and computed a tight 
mask for each one. 

We remark here that these five different reconstructions of the spike 
are all in the same conformation, as this consensus algorithm is not 
intended for structures in different conformations, as the result will be a 
mixture of the input conformations which will make up an unreal 
structure. 

We adjusted all of the reconstructions against the first one of the 
inputs, with default parameters. We arbitrarily took the first one as 
reference, as the five reconstructions were similar in resolution, but the 
result does not significantly change depending on the map selected as 
reference. 

Then, we performed the volume consensus with the five adjusted 
volumes. The result is showed in Fig. 13. The colors in the figure 
represent the degree of similarity, being dark blue the smallest differ-
ences between input volumes and red the biggest ones. As can be 
appreciated, in the core of the structure there are not significant dis-
crepancies. However, there are green to red regions at the top and 
bottom of the structure, indicating that these are regions with larger 
differences between the input reconstructions. We have used here re-
constructions of the spike in the “up” conformation, however we know 
that the flexibility of this spike is high and the “up” conformation is not 
unique but there are many of them which differs in small details (Melero 
et al., 2020). Thus, the consensus method in this case is also useful to see 
in which small parts of the map the reconstructions differ due to details 
in similar conformations. 

To explore those differences, we show the slices that correspond to 
that part of the structure. In Fig. 14 the same slice for the five input 
reconstructions and for the consensus are shown. Red arrows points to 
regions where there are differences between the inputs, but in the 
consensus appears the best input density in each region, no matter from 

what input comes from. In Fig. 15 we show the densities of each of the 
input volumes and the consensus volume that correspond to the regions 
pointed by red arrows in Fig. 14. The consensus volume is also displayed 
as a mesh superimposed to each of the input volumes to see the differ-
ence. As can be appreciated, in the three cases the consensus is the 
volume with more well-defined density in comparison with the rest, as it 
is build with the best parts of each of its inputs. 

4. Conclusions 

We have presented in this article a procedure to adjust the numerical 
values of two density maps. The procedure finds a trade-off between the 
Fourier amplitudes of one volume and the phases of another. Addi-
tionally, it imposes non-negativity, range and locality (mask) constraints 
to the result. We have also shown three different applications in which 
this operator is useful (volume subtraction, sharpening and volume 
consensus). 

In the case of subtraction and sharpening, the results show that the 
proposed algorithm is at the level of the state-of-the-art methods, even 
improving the results in most cases. In the case of consensus algorithm, 
we did not find any other method among cryo-EM software packages 
that performs a similar task. We remark that consensus is not designed to 
work with structures in different conformations, but to combine 
different estimations of the same macromolecule on the same confor-
mation. Moreover, in structures with high flexibility, as the case of the 
SARS-CoV-2 spike presented in Section 3.3.2, the consensus algorithm is 
not intended to generate as a result and improved map, but is a useful 
tool to identify the regions of the map where there are more differences 
among the input maps. 

These methods are implemented in the Xmipp package and are user- 

Fig. 12. A) Central slice of consensus result. B) Detail of the squared region in A. C) Same region as in B of the best resolution input apoferritin map (first map of 
Fig. 10) D) Same region as in B of the atomic model PDB 6WX6 converted into density map. Red arrows points to the regions where significant differences are found 
between the maps. 

Fig. 13. Result of the consensus volume from five reconstructions of the SARS- 
CoV-2 Spike, side (left) and top (right) views. The colors represent the degree of 
similarity of the input map signal, being dark blue the smallest differences 
between input volumes and red the biggest differences. 

Fig. 14. Same slice of the five input reconstructions of SARS-CoV-2 Spike and 
the consensus result. Red arrows points to the regions where we can appreciate 
a fusion of the information provided by the input volumes, obtaining a bet-
ter density. 
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friendly accessible through the cryo-EM workflow engine Scipion. 
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