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Resumen

La Microscopía Electrónica Criogénica (CryoEM) ha revolucionado el campo de la
biología estructural al permitir la visualización de estructuras macromoleculares en re-
soluciones sin precedentes. Sin embargo, el alineamiento de imágenes sigue siendo un
desafío computacional en el procesamiento de imágenes de CryoEM, ya que se utiliza
en numerosos pasos. El problema de alineamiento implica encontrar la traslación y ro-
tación óptima de una imagen para que sea lo más similar posible a otra imagen dentro
de un conjunto de referencias. Por consecuencia, la gran cantidad de comparaciones
requeridas para resolver el problema lo convierte en un computacionalmente costoso,
haciendo que se invierta una cantidad significativa del tiempo en este proceso. Asimis-
mo, la calidad de los resultados finales está muy influenciado por la precisión de los
alineamientos.

Este proyecto introduce un nuevo método de alineamiento con el objetivo de acelerar
este proceso. Para ello, se utilizarán novedosas técnicas de compresión de vectores a la
hora de almacenar y comparar imágenes. Estas técnicas permiten comparar imágenes
de forma eficiente, facilitando la obtención de los parámetros óptimos de alineamiento.

Otro enfoque novedoso de este trabajo es el uso del consenso de alineamiento, donde
múltiples ejecuciones no deterministas se combinan para mejorar la precisión del re-
sultado. Esto mejora la fiabilidad de los alineamientos locales posteriores, ya que estas
están muy sesgadas por la solución inicial.

Se han llevado a cabo pruebas con una amplia variedad de proteínas y parámetros,
obteniendo así resultados empíricamente sólidos. Estos resultados demuestran que el
algoritmo tiene capacidad de mejorar el rendimiento en el procesamiento de CryoEM
mientras que se mantienen niveles de precisión aceptables, particularmente para ali-
neamientos de baja resolución. Sin embargo, se han identificado limitaciones al aplicar
el algoritmo en condiciones de alta resolución.

No obstante, el algoritmo proporciona una forma rápida y precisa de resolver las pri-
meras iteraciones de un proceso de refinamiento, que normalmente implican costosos
alineamientos globales. Por lo tanto, la eficacia del algoritmo puede contribuir signifi-
cativamente a aumentar el rendimiento de estas primeras iteraciones, permitiendo a los
investigadores obtener resultados mucho más rápidamente. Además, gracias al consen-
so, las iteraciones locales posteriores serán provistas con parámetros iniciales de alta
calidad, disminuyendo la posibilidad de que estas caigan en mínimos locales y, por lo
tanto, mejorando los resultados finales.

Palabras clave: Microscopía Electrónica Criogénica, Análisis de Partículas Aisladas, Ali-
neamiento de imágenes, Búsqueda rápida de imágenes, Compresión de vectores



Abstract

Cryogenic Electron Microscopy (CryoEM) has revolutionised the field of structural bi-
ology by enabling the visualisation of macromolecular structures such as proteins at
unprecedented resolutions. However, efficient and accurate image alignment remains a
computational challenge in CryoEM image processing, as it is used in numerous steps.
The alignment problem involves finding the optimal translational and rotational trans-
formations that align an image to a set of reference images. Thus, the vast amount
of image comparisons required to solve the problem renders it a computationally ex-
pensive process. For this reason, a significant amount of time spent in CryoEM image
processing is dedicated to image alignment. Similarly, the quality of the final results
is heavily influenced by the accuracy of the alignments.

This project introduces a new alignment method aiming perform alignments much
faster than state-of-the-art techniques at little to no accuracy degradation. To do so,
novel vector compression techniques will be used when storing and comparing images.
These techniques can be used to efficiently compute similarity measures between the
images, facilitating the identification of the optimal alignment parameters. Moreover
they require less memory footprint, allowing to store more images in memory.

Another novel approach of this work is the usage of alignment consensus, where multiple
non-deterministic alignments are combined to enhance the accuracy of the result. This
enhances the reliability of subsequent local alignments, as these are heavily biased by
the initial solution.

The algorithm has been extensively tested with a wide variety of proteins and param-
eters, leading to empirically solid results. These results demonstrate the algorithm’s
ability to enhance throughput in CryoEM image processing while maintaining accept-
able accuracy levels, particularly for low resolution alignments. However, limitations
in accuracy were observed when applying the algorithm to higher resolution targets.

Nevertheless, it provides a fast and accurate way to solve the first iterations of a
refinement process, which typically involve expensive global alignments. Therefore,
the algorithm’s performance can significantly contribute to increase the throughput in
these first few iterations of a refinement, allowing researchers to obtain preliminary
results much faster. Additionally, the consensus provides subsequent local iterations
with high quality data, diminishing the chances of falling into local minimas and thus
improving the final results.

Keywords: Cryo Electron Microscopy, Single Particle Analysis, Image alignment, Fast
image search, Vector compression





Contents

Contents ix

List of Figures x

List of Tables xi

1 Introduction and objectives 1
1.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Structure of the document . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Single Particle Analysis 5
2.1 SPA image processing steps . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3 State of the art 15
3.1 SPA image processing software packages . . . . . . . . . . . . . . . . . . . . 15
3.2 Refinement algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Map quality metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4 Implementation 27
4.1 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Fast image alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3 Refinement cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5 Results 51
5.1 Test datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Alignment performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6 Conclusions 79

7 Future work 81
7.1 Weighted distances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.2 Replacement of the Wiener filter for high resolution . . . . . . . . . . . . . . 81



7.3 Local searches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.4 Applications of the image alignment algorithm . . . . . . . . . . . . . . . . . 82

Bibliography 85

A Social, economic, environmental, ethical and professional impacts 91
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A.2 Description of impacts related to the project . . . . . . . . . . . . . . . . . . 91
A.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

B Economic budget 93

List of Figures

2.1 Image acquisition and structure reconstruction . . . . . . . . . . . . . . . . . . . 6
2.2 SPA workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 CTF examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Example of a picked micrograph . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Example of 2D classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.6 30S ribosome with a binding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.7 Typical refinement cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.8 Fourier Slice Theorem illustration for 3D . . . . . . . . . . . . . . . . . . . . . . 13
2.9 Example of model building . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.1 Scipion package usage statistics by type . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Gather and Scatter approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Example of a FSC function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.1 Screenshot of the user interface for running swiftres protocol in Scipion . . . . . 29
4.2 CTF correction approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3 Wiener deconvolution block diagram . . . . . . . . . . . . . . . . . . . . . . . . 31
4.4 Fourier coefficient extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.5 Reference dataset generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.6 Example of Principal Component Analysis dimensionality reduction . . . . . . . 36
4.7 Example of vector partitioning for the PQ compression algorithm . . . . . . . . 38
4.8 K-means usage for PQ vector compression . . . . . . . . . . . . . . . . . . . . . 38



4.9 Example of PQ encoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.10 Example of PQ distance calculation . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.11 K-means centroid and residual vector example for IVF searches . . . . . . . . . 41
4.12 IVF search example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.13 Maximum measurable angle at the resolution limit . . . . . . . . . . . . . . . . 45
4.14 Illustration of angular consensus . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.1 Visual aspect of EMPIAR-10028 data . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Central slices of the reconstructed EMPIAR-10028 experimental dataset . . . . 54
5.3 Visual aspect of EMPIAR-10061 data . . . . . . . . . . . . . . . . . . . . . . . . 55
5.4 Central slices of the reconstructed EMPIAR-10061 experimental dataset . . . . 55
5.5 Visual aspect of EMPIAR-10256 data . . . . . . . . . . . . . . . . . . . . . . . . 55
5.6 Central slices of the reconstructed EMPIAR-10256 experimental dataset . . . . 56
5.7 Visual aspect of EMPIAR-10391 data . . . . . . . . . . . . . . . . . . . . . . . . 57
5.8 Central slices of the reconstructed EMPIAR-10391 experimental dataset . . . . 57
5.9 Angle accuracy for different compression methods . . . . . . . . . . . . . . . . . 59
5.10 Shift accuracy for different compression methods . . . . . . . . . . . . . . . . . . 60
5.11 Reconstruction resolution for different compression methods . . . . . . . . . . . 61
5.12 Vector storage size comparison between vector compression techniques . . . . . 62
5.13 Angle accuracy for different vector compression methods . . . . . . . . . . . . . 64
5.14 Shift accuracy for different vector compression methods . . . . . . . . . . . . . . 65
5.15 Reconstruction resolution for different vector compression methods . . . . . . . 66
5.16 Constant time (Training + Populate) for different vector compression methods . 67
5.17 Alignment time for different vector compression methods . . . . . . . . . . . . . 67
5.18 Angle accuracy in terms of the alignment resolution limit . . . . . . . . . . . . . 69
5.19 Shift accuracy in terms of the alignment resolution limit . . . . . . . . . . . . . 70
5.20 Reconstruction resolution in terms of the alignment resolution limit . . . . . . . 71
5.21 Constant time (Training + Populate) in terms of the alignment resolution limit 72
5.22 Alignment time in terms of the alignment resolution limit . . . . . . . . . . . . . 72
5.23 Particle dropout ratio for different alignment repetitions . . . . . . . . . . . . . 73
5.24 Angle accuracy for different alignment repetitions . . . . . . . . . . . . . . . . . 74
5.25 Shift accuracy for different alignment repetitions . . . . . . . . . . . . . . . . . . 75
5.26 Reconstruction resolution for different alignment repetitions . . . . . . . . . . . 76
5.27 Comparison of 3D classifications of the EMPIAR-10391 dataset using Cryosparc

and Swiftres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78



xii List of Tables

List of Tables

B.1 Budget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94



Glossary

AGNW Addititive Gaussian White Noise. 52

ART Algebraic Reconstruction Technique. 21, 22

BCU Biocomputing Unit. 2, 16

BLAS Basic Linear Algebra Subprograms. 28

CLI Command Line Inteface. 28

CNB Centro Nacional de Biotecnología. 2, 16, 93

CPU Central Processing Unit. 33, 35

CryoEM Cryogenic Electron Microscopy. vii, 1, 2, 5, 15, 17, 23, 27–29, 35, 44, 51–54, 56,
68, 79–83, 91, 92

CryoET Cryogenic Electron Tomography. 16, 83

CSIC Consejo Superior de Investigaciones Científicas. 2, 16, 93

CTF Contrast Transfer Function. 8, 9, 16, 17, 20, 29–31, 52, 53, 57, 58, 77, 81, 82

CUDA Compute Unified Device Architecture. 16

DCT Discrete Cosine Transform. 32

DFT Discrete Fourier Transform. 32

EBI European Bioinformatics Institute. 52

EM Electron Microscope. 5

EMBL European Molecular Biology Laboratory. 51

EMPIAR Electron Microscopy Public Image Archive. 51, 52, 54



xiv Glossary

FFT Fast Fourier Transform. 13, 19, 28

FOSS Free and Open Source Software. 28, 92

FSC Fourier Shell Correlation. 24, 25, 49

FT Fourier Transform. 12, 13, 19, 22

GPU Graphics Processing Unit. 15, 16, 33, 35, 49

GUI Graphical User Interface. 27, 28

I/O Input/Output. 28

IFT Inverse Fourier Transform. 13, 19, 22

IVF Inverted File. 35, 40, 41, 62, 63, 67

kNN k Nearest Neighbours. 20, 33, 37, 39

LS Least Squares. 22

LTI Linear Time Invariant. 30, 33

ML Machine Learining. 8, 9, 11, 33

MLE Maximum Likelihood Estimation. 48, 81

MRC Medical Research Council. 28

MSE Mean Square Error. 30

PCA Principal Component Analysis. 35, 37, 40, 62, 63, 67

PDB Protein Data Bank. 52

PQ Product Quantisation. 35, 37–41, 62, 63, 67

PSD Power Spectral Density. 8, 18, 21, 31

ROI Region of Interest. 46, 77

SGD Stochastic Gradient Descent. 10, 11

SNR Signal to Noise Ratio. 5, 8, 9, 18, 21, 25, 52, 54, 57, 81, 83

SPA Single Particle Analysis. 1–3, 5, 8, 13, 15, 16, 29, 80, 82

SSNR Spectral Signal to Noise Ratio. 25, 30, 31, 81



Glossary xv

STA Sub-Tomogram Averaging. 83

SVD Singular Value Decomposition. 37

TEM Transmission Electron Microscope. 1, 5, 8, 18, 52

VAT Value Added Tax. 93





1. Introduction and objectives

CryoEM is an image acquisition technique that uses Transmission Electron Microscopes
(TEMs) to examine a frozen sample. Unlike traditional optical microscopes, TEMs use
an electron beam instead of light, which allows them to capture images at much higher
resolution. As a consequence, it has become a very popular technique for collecting images
of biological molecules, such as proteins[1]. These images can be used to elucidate the 3D
structure of the molecule under study.

However, TEMs require very specific conditions in order to work, such as near perfect vacuum
and high-energy electrons. Therefore, they are unsuitable for biological samples, as these are
too fragile to endure in such conditions. Here is where the cryogenic part comes into place.
In order to retain the sample intact and in place, a thin film of ice is used. The sample is
cooled down very rapidly, so that the water has no time to form an ice lattice, avoiding the
diffraction of the electron beam. This technique was awarded with the 2017 Nobel Prize
in Chemistry[1][2]. Closely related to this, in 1982 Aaron Klug was also awarded with the
Nobel Prize in Chemistry for his development of crystallographic methods to elucidate the
3D structure of proteins[3].

Usually, the sample is prepared on a copper or gold grid, which may hold thousands of
specimens under study, each of them with a random orientation. Each of these specimens
is known as “particle”. Assuming that all particles belong to the same structure, their 2D
projections can be used to mathematically infer the 3D structure of the specimen[4]. Single
Particle Analysis (SPA) is a family of image acquisition and processing techniques that
enables such a task.

At the beginning of the SPA image processing pipeline, a large quantity of noisy data is
provided, from which little to no parameters are known. Therefore, all of the parameters
needed for reconstruction must be estimated from the data. Many of these parameter es-
timations are conducted by assigning each experimental image to a reference image from
which the parameters to be estimated are known. Thus, the parameters can be inherited
from the assigned reference. This process is known as image alignment and it is one of the
most frequent problems on a typical CryoEM image processing pipeline.



2 1 Introduction and objectives

The aim of this project is to develop a fast computer program to align particles. The key
innovation of this project is the usage of state-of-the-art vector search databases, which
employ vector compression to store and compare vectors.

The project has been carried out at the Biocomputing Unit (BCU) research group located
at Centro Nacional de Biotecnología (CNB)-Consejo Superior de Investigaciones Científicas
(CSIC) facilities. This research group develops two software suites related to CryoEM,
Xmipp and Scipion. The former one implements image processing algorithms, whilst the later
one provides a framework to easily interoperate between state-of-the-art image processing
suites. Consequently, the software developed in this project will be implemented inside
Xmipp and it will be integrated into Scipion.

1.1 Objectives
The main objective of this thesis is to develop a fast and accurate image alignment algorithm
for CryoEM. To be more precise, the algorithm will focus on performing 3D alignments of
particles, this is, it will be used to deduce their orientation. Nevertheless, it will leave room
for its application in other image alignment problems in CryoEM.

In general, the image alignment problem involves finding the best match for an image across
a large set of images, also considering their rotations and translations. As a consequence,
this process involves comparing many image pairs, making it computationally expensive. In
addition, it is a recurrent problem in the context of SPA and other CryoEM image processing
techniques.

As a result, current SPA image processing workflows allocate significant time and computa-
tional resources to execute alignment algorithms. By reducing the time required for image
alignment, the overall computation time needed to solve a protein structure is greatly dimin-
ished. This enhancement in performance brings forth several advantages. Firstly, it enables
more efficient utilisation of the available resources, which are often limited due to the ex-
penses associated with high-end workstations and servers. Additionally, it allows for higher
throughput, facilitating to reach further results streaming. Last but not least, biologist are
able to draw conclusions and iterate must faster, accelerating the development of drugs and
vaccines.

Similarly, this widespread usage of alignment processes in CryoEM also implies that the
quality of the final results is heavily influenced by their accuracy. Therefore, it is impor-
tant that the compromises taken to enhance the performance of the algorithm should not
negatively impact its accuracy.



1.2 Structure of the document 3

1.2 Structure of the document
The document follows a logical and comprehensive structure to describe the development of
a new image alignment algorithm. It begins in Chapter 1 with an introductory section that
outlines the objectives of the study, providing a clear understanding of the project’s purpose
and extent. The next chapter introduces the field of SPA, which is the main use case of
this algorithm. This chapter will focus on the image processing workflow that enables the
discovery of the 3D structure of macromolecules. Then, the state of the art of the align-
ment algorithms will be described in Chapter 3, providing a thorough review of the current
methodologies employed. The Implementation Chapter provides a technical description of
the approaches taken to implement our own image alignment algorithm, covering the com-
promises and benefits associated to each design decision. This algorithm will be extensively
tested, and the results will be showcased in Chapter 5. The Conclusions Chapter summarises
the key outcomes and evaluates the effectiveness and limitations of the techniques employed.
Finally, the document concludes with a future work chapter that identifies potential areas
for further research.





2. Single Particle Analysis

SPA refers to a CryoEM technique that allows to obtain models of proteins at almost atomic
resolution. Although it has been around for decades, recent technological leaps have led to
an increase in interest from users and researchers. This technique involves everything from
the sample preparation to the final image processing, including the image acquisition at the
microscope[5]. However, this chapter will focus on explaining the image processing part of
the workflow.

The essence of SPA lies on rapidly freezing thousands of specimens in a thin film of ice. In
this way, each specimen will be held in place with the random orientation it had before it
was frozen. At this point, the sample is scanned by a TEM, obtaining 2D projections of
the specimens. These projections can be thought of as a shadow of the electron density of
the sample. Using advanced image processing techniques, this collection of projections can
be used to reconstruct the 3D electron density map of the specimen under study. Figure
2.1 provides an illustration of this process. Nevertheless, the reconstruction process involves
several challenges, as the input images have very poor Signal to Noise Ratio (SNR) and other
artefacts.

The studied sample is prepared on a copper of gold grid, which is inserted into the Electron
Microscope (EM) chamber. Each of spot of the sample can only be exposed to the elec-
tron beam for a limited amount of time before degradation occurs. Recent leaps in sensor
technology have sped up the required exposition time for the sensors, enabling them to cap-
ture multiple frames of the sample before degrading it. The set of frames captured from a
given spot is known as movie. These movies serve as the starting point of the SPA image
processing workflow. This workflow is summarised in the Figure 2.2 and it will be detailed
hereafter.
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(a) Image acquisition (b) Reconstruction
Images obtained from: [6]

Figure 2.1: Image acquisition and structure reconstruction
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2.1 SPA image processing steps
Movie alignment
In the movie alignment stage all the frames of a movie are averaged into a single image
known as micrograph. This helps to increase the SNR, as the uncorrelated part of the noise
tends to cancel out across images. Note that the noise induced by the vitreous ice is the
same for all the frames of a given movie so it will not be removed when averaging frames.

The frames contained in a movie are in chronological order. As a result, the last images have
a higher electron dose than the first ones, which translates into a more severe deterioration
of their atomic structure Moreover, this deterioration has a higher influence in the higher
frequencies of the image. These facts need to be taken into account when combining all the
images, in such a way that the high frequencies of the last images have less weight[4].

Additionally, the electron beam positioning system drifts between frames and the sample
tends to bend, which tends to produce optical flow between frames. Consequently, the
frames are not aligned to one another. This needs to be fixed before attempting to average
the frames, as otherwise the resulting micrograph would loose resolution.

CTF estimation
TEMs do not have a planar frequency response. Instead, they “colour” the images with
a characteristic Contrast Transfer Function (CTF) known as Thon rings. This transfer
function has a sinusoidal appearance, with decreasing periodicity and a overall tendency to
attenuate higher frequencies[4]. In addition, the rings may have elliptical shape, being wider
in some axis. This is known as astigmatism. A example of a TEM CTF is shown in the
Figure 2.3.

This CTF is different for each micrograph and it needs to be known by later steps. Moreover,
it can be used to assess the quality of the micrographs[4]. The characterisation of the CTF
is accomplished by calculating the Power Spectral Density (PSD) of the micrograph and
fitting a template onto it.

Particle picking
In the context of SPA, the term particle refers to the individual projections of the specimen
under study. As stated earlier, a micrograph may contain many particles. Particle picking
consists in pin-pointing individual particles in a micrograph. This enables extracting them
to individual images in order to continue with the processing. This used to be a manual task
for biologists, but recent leaps in Machine Learining (ML) have enabled the possibility of
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(a) Micrograph with 0.5µm
defocus

(b) Micrograph with 1.0µm
defocus

(c) Micrograph with astigma-
tism

(d) Micrograph PSD with
0.5µm defocus

(e) Micrograph PSD with
1.0µm defocus

(f) Micrograph PSD with
astigmatism

Images obtained from: [4]
Figure 2.3: CTF examples

using supervised ML algorithms to automate this process. An example of a picking is shown
in the Figure 2.4

2D Classification
2D classification consists in comparing particles to one another and clustering similar ones.
These comparisons take into consideration in-plane transforms (rotations and shifts) of the
particles. Therefore, clusters are invariant to translation and rotation. These clusters are
averaged so that the highly correlated parts of the particles remain intact, while uncorrelated
parts -noise- are attenuated, potentially increasing the SNR. Moreover, as many micrographs
with unique CTFs are used, the missing information in the zeros of the CTF tends to cancel
out. A example of this process is illustrated in the Figure 2.5.

These 2D classes have many applications. For instance, their averages can be used as a
feedback to re-enforce the picking algorithm. Additionally, the lack of clusters can be used
as an evidence of preferential orientations of the specimen. Similarly, poorly detailed clusters
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(a) Original micrograph (b) Picked micrograph

Figure 2.4: Example of a picked micrograph

may indicate that particles belonging to them are invalid. Last but not least, these 2D classes
may be used as input for downstream steps.

Image obtained from: [6]
Figure 2.5: Example of 2D classification

Ab-initio map reconstruction
3D reconstruction is usually a Stochastic Gradient Descent (SGD) algorithm which itera-
tively improves a 3D electron density map of the protein under study. Therefore, choosing
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a good starting point is important to improve the performance of the SGD algorithm and
avoid local minimums as much as possible. This starting point is known as the initial model.
As the gradient descent starts at this volume, the final result will be heavily biased by it[7].

The problem of obtaining a initial volume lies in deducing a 3D volume from a set of 2D
projections that were done across unknown directions. There is a large set of approaches
to address this problem. Some approaches perform a random angular assignments and then
start the gradient descent from it. Some other algorithms rely on correlating a vast amount
of random reconstructions[8]. Finally, there are some novel approaches that make use of
unsupervised ML methods to learn a map from the particles[9].

3D Classification
Until this point we have assumed that all particles belong to the same structure. However,
this is not true in many cases, as proteins may be flexible or they might have a ligand
attached to them. Figure 2.6 exhibits a protein with conformational heterogeneity due to a
drug binding. If this specimen was to be captured, some particles would contain the part
highlighted in orange and some others would not.

(a) Front view (b) Side view
Images obtained from: [10]

Figure 2.6: 30S ribosome with a binding

3D classification consists in clustering particles based on the structure they belong to. Ob-
viously, when the input data has no conformational heterogeneity, this step is skipped.

Usually, the differences between the considered variations of the structure are very subtle,
so this is not an algorithmically easy task. Some software packages perform this task in the
refinement step, in a process known as multi-reference refinement.
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Refinement
The refinement step is used to obtain a high resolution 3D electron density map of the
protein under study. As stated earlier, sometimes more than one map may be desired.

Most of the state-of-the art packages perform the following refinement cycle repeatedly. In
essence, the algorithm tries to maximise the compatibility between the reconstructed volume
and the experimental data. For that, it attempts to reproduce the experimental data from
the reconstructed volume. This cycle is displayed in the Figure 2.7.

1. Project the current volume(s) from different angles to obtain a projection gallery.

2. For each experimental image find the most similar image in the gallery and assign its
projection angle. Note that in-plane transformations (rotations and translations) need
to be taken into account. Most of the existing solutions differ in this step, as many
similarity metrics and exploration patterns can be used.

3. Reconstruct the volume(s) with the angular assigned experimental images.

4. Repeat steps 1 to 3 using the newly obtained volume. The algorithm should converge
to a local minima[7]. When the loop stops producing significant changes or a desired
resolution is achieved, the cycle should be stopped.

Angular
assignment

Projection matching
Volume projection Volume reconstruction

Diagram figures from: [11]
Figure 2.7: Typical refinement cycle

Nowadays, most implementations make use of the Fourier Central Slice theorem to perform
steps 1 and 3. This theorem states that projecting a N -dimensional function to N − 1
dimensions and then taking its Fourier Transform (FT) is equivalent to computing the N -
dimensional FT and then extracting the central hyperplane normal to the projection direc-
tion. This equivalence is shown in the Figure 2.8. Most reconstruction algorithms leverage
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Image obtained from: [11]
Figure 2.8: Fourier Slice Theorem illustration for 3D

this fact by filling 3D Fourier space with appropriately oriented 2D FTs of the particles and
then taking its Inverse Fourier Transform (IFT).

In essence, using the Figure 2.8 as an example, our goal is to obtain the 3D volume in
real space (top left image), but the microscope provides a collection of 2D projections of it
(lower left image). Although the direct approach would be the back-projection, following
the Fourier path leads to faster results. This speed improvement is largely due to the Fast
Fourier Transform (FFT) algorithm.

Model building
The final step in SPA consists in deducing the atomic structure of the protein under study.
This is a labour intensive task where a biologist needs to fit an amino acid sequence into the
newly reconstructed 3D electron density map. A example of this process is displayed in the
Figure 2.9

2.2 Conclusions
The complexity of the SPA image processing can not be overstated. The starting point is
a vast amount of data representing thousands of random projections of the specimen under
study. This data is heavily contaminated with various sources of noise and other artefacts.
Moreover, most of the parameters, including the projection directions, are unknown. Many
times we can not even affirm that all projections belong to the same structure. All these
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(a) 3D electron density map (b) Solved structure
Images obtained from: [12]

Figure 2.9: Example of model building

unknowns need to be estimated from the data before attempting to perform a reconstruction.
At the end, the atomic model of the protein can be deduced from this reconstruction.

However, the effort required to obtain these atomic models is highly justified. These models
give researchers a lot of knowledge and power to develop new drugs and vaccines.
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3.1 SPA image processing software packages

SPA has significantly increased its popularity in the last decades. As a consequence, several
image processing packages have arisen. All of them chase similar ambitions: Obtain accu-
rate high resolution maps in the least amount of time possible. Most of the state-of-the-art
CryoEM image processing packages have converged into the same image processing pipeline.
This pipeline follows a conventional structure, although it is somewhat malleable. The dif-
ference between packages lies on the algorithmic approach they use to accomplish individual
tasks of the pipeline. Usually, each package is only proficient in a handful of steps. In fact,
some packages do not implement the whole pipeline and rely on others to be able to process
from beginning to end.

Traditional software packages in the context of SPA are Spider[13], Imagic, Eman[14], Cis-
tem[15], Relion[16] and Xmipp[17]. In 2016 the introduction of Cryosparc[18] was disruptive
due to its significant performance improvements. Closely related to this, Scipion[19] is a
platform that enables end users to easily interoperate between different image processing
packages.

One of the recent leaps in the context of CryoEM has been the usage of hardware accelerators
such as Graphics Processing Units (GPUs) to significantly reduce processing times. Although
GPUs are only well suited for highly parallelizable operations, in those cases, the computation
time is reduced by several orders of magnitude. Indeed, this has been one of the main factors
leading to the recent growth of CryoEM.

Currently, all of the image processing suites are steering towards streaming image processing.
This means that data is processed at the same time that it is acquired in the microscope.
This allows to adjust acquisition parameters in real-time, optimising resource utilisation and
improving the quality of the final results.
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Xmipp
Xmipp is a image processing package aimed at obtaining 3D electron density maps of bio-
logical samples. It is developed at the BCU group at the CNB-CSIC research centre. It was
introduced at 1996, although it has suffered many major overhauls since then. Even though
its primary focus is on SPA, it has diversified to many other microscopy techniques such as
Cryogenic Electron Tomography (CryoET)[17].

Currently, it is on its third major version, which gets a minor version bump-up every 4
months. It has been mostly implemented in the C++ programming language, but it includes
parts written in Python and Java. Xmipp offers methods for all steps in the SPA image
processing pipeline, being proficient at movie alignment (Flexalign)[20], CTF estimation,
particle picking, 2D classification and 3D refinement.

Xmipp developers have ported many crucial programs to run on GPU accelerators, signifi-
cantly decreasing overall computation times. This has been achieved using Compute Unified
Device Architecture (CUDA), a GPU computing platform commercialised by NVIDIA Cor-
poration.

Scipion
As mentioned earlier, Scipion does not implement any image processing algorithms. Instead,
it provides a common scaffolding to integrate image processing packages though plugins. This
enables end users to easily build SPA image processing workflows using the strengths of each
processing package. Moreover, it provides methods to consensuate the outputs of multiple
programs, further increasing the quality of the results. In fact, the benefits of Scipion have
been extended to other domains such as Virtual Drug Screening[21] or CryoET[22].

In the context of SPA, all widespread image processing tools have been integrated into
Scipion. As shown in the Figure 3.1, usage statistics prove that users do have different
preferences for each step of the processing workflow. For instance, 3D classification is almost
always done with Relion, whilst particle picking is primarily done though Xmipp. This
manifests the need for such a software, as manually inter-operating between packages is
a very time consuming and error prone process. At the same time, being locked-in with
a particular package leads to suboptimal results, as that particular package may waver in
some steps.

Scipion is highly modular, as it can be extended with plugins. These plugins are usually
related to the integration of a image processing suite, such as Relion or Cryosparc. A plugin
provides a set of protocols, which can can be seen as a “steps” in the image processing
workflow. Then, the user can easily build its own workflow, freely choosing the procedure
used for each stage. What is more, the user may repeat the same step using different protocols
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Figure 3.1: Scipion package usage statistics by type

and consensuate their outputs. Therefore, Scipion not only integrates alien algorithms, but
it also provides some added value to the results.

Many of the current Scipion developments focus on implementing streaming workflows, where
all the other benefits stated earlier still apply. Moreover, there is some innovation related to
the automated control of the microscope from the image processing software. This control
feedback loop enables microscope operation with little human intervention, significantly
reducing costs.

3.2 Refinement algorithms
Most CryoEM image processing suites such as Relion[16], Cryosparc[18], Cistem[15] and
Xmipp[23] implement a refinement step in which a 3D model is iteratively improved. This
process should converge to a high resolution solution which is compatible with the provided
images.

The input for this step is a large set of noisy images presumably containing the projection
of a particle. A low-resolution estimation of the volume is also provided (initial volume)[24].

Input images are not clean, in fact, they have many artefacts. Firstly, the spatial frequency
response of the microscope is not planar. This means that the acquired images have been
filtered in frequency space with a transfer function known as CTF. This transfer function
has been estimated in previous steps, so it does not need to be deduced (although it can be
fine-tuned). Moreover, the particle is not perfectly centred in the image box. Last but not
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least, the images contain a vast amount of noise. Indeed, the SNR is in the order of −10dB
to −20dB[25]. This means that the noise has a greater contribution to the image than the
specimen itself. The PSD of the noise roughly resembles to pink noise, this is, its PSD is
inversely proportional to the frequency. However, the exact PSD of the noise is unknown
and should also be estimated from data[26]. The main source for this noise is the amorphous
ice crystal structure that holds the biological sample in place.

Before attempting to reconstruct the 3D structure of the specimen, the projection directions
of each of the images need to be deduced in a process known as 3D particle alignment[24].
This is a computationally expensive task and much effort has been put into it to reduce the
amount of time expended on this process.

The alignment process relies on projecting the current volume from multiple perspectives,
somewhat mimicking the microscope’s behaviour. Then, each of the experimental images is
searched across all simulated projections (references), considering in-plane transformations
(rotations and translations). The actual similarity metric used for matching varies across
the existing solutions[24].

Once a best match has been found, the projection parameters of the selected reference
image and its best transform can be assigned to the experimental one. This enables using
the experimental images to reconstruct a new volume, potentially with a higher resolution.
This last volume can be used as the initial volume for the next iteration. This cycle is
illustrated in the Figure 2.7.

Projection gallery generation
The projection gallery represents a set of projections of the current volume from relevant
directions. This collection of images is generated by projecting the initial volume in the
same way that a TEM microscope would do. This enables performing comparisons between
experimental and generated images.

In rough terms, TEMs fire a electron beam through the sample and capture the “shadow”
of its Coulomb potential density[25]. In other words, areas where the beam encounters
electrons will appear dim. This process is illustrated in the Figure 2.1a. Nevertheless images
are usually complemented so that bright areas relate to the presence of matter.

This behaviour is mathematically described with the expression (3.1), which consists in
computing the integral across a set of parallel lines normal to the projection plane. The
volume is represented by the function V (r̃) : R3 → R and the projected image is represented
by the function IÃ(s̃) : R2 → R. Both s̃ = (sx, sy, 1) and r̃ = (rx, ry, rz, 1) are homogeneous
coordinates[24]. Homogeneous coordinates allow to introduce a shift to the projection, so
that the particle can be off-centred.
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IÃ(s̃) =
∫ ∞

−∞
V (Ã−1H̃T s̃)dt (3.1)

where H̃T is the projection matrix defined as in (3.2). It can be deduced that for homoge-
neous 2D coordinates, this matrix will provide the integration variable t in the Z axis.

H̃T =


1 0 0
0 1 0
0 0 t

0 0 1

 ⇒ H̃T s̃ = (sx, sy, t, 1) (3.2)

Ã encodes the projection direction using the 3D rotation matrix R and in-plane shift δ =
(δx, δy, 0) in an affine matrix defined in (3.3). Due to the fact that the rotation matrix R is
orthonormal, its inverse matrix can be easily computed by transposing (RT = R−1).

Ã =
R δ

0T 1

 ⇔ Ã−1 =
RT −RT δ

0T 1

 (3.3)

This projection operation can be significantly accelerated using the Fourier Central Slice
Theorem. This theorem states that projecting a N -dimensional function to N−1 dimensions
and then taking its FT is equivalent to computing the N -dimensional FT and then extracting
the central hyperplane normal to the projection direction[27]. This equivalence is shown in
the Figure 2.8. Therefore, a set of projections can be generated by extracting 2D planes
from the 3D FT of the input volume and then computing their IFT.

Note that when using this approach, only one 3D FFT is computed, and then for each
projection direction, a 2D central slice is extracted from it, which contains the 2D FT of the
projected image. More often than not, the following steps are performed in Fourier space,
so computing the IFT of the slices is not needed.

Using the previous notation, the projection operation in Fourier Space is expressed in (3.4).
The volume and image functions now define Fourier space, so that they are complex functions
V̂ (R̃) : R3 → C and ÎÃ(S̃) : R2 → C. Moreover, the s̃ and r̃ spatial variables have been
substituted by the frequency vectors S̃ and R̃, respectively[24].

ÎÃ(S̃) = e−j⟨Rδ,S̃⟩V̂ (Ã−1
F S̃) (3.4)

where
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ÃF = R ⇔ Ã−1
F = RT (3.5)

Projection matching and angular assignment
Each of the input particles needs to be searched across the projections generated in the prior
section, also considering all possible in plane transformations (rotations and shifts).

This search can be either local or global. For global searches, the projection gallery is
generated with a uniform spacing between projection angles and all their in-plane transforms
are also generated at a regular interval. Then, for each experimental image all combinations
are tested to find a best match. However, as the target resolution increases, the sampling rate
of the parameters also needs to be increased. This makes global searches unfeasible beyond
low-resolution targets. Therefore, for high resolution, local searches are used. This means
that images are only sampled around a narrow range centred in their previous assignment,
significantly increasing throughput[18][16]. However, local searches need to be applied with
precaution, as they involve the risk of falling in local minimas.

When comparing reference images and experimental images, the CTF needs to be considered.
Experimental images have been “coloured” with a characteristic transfer function induced by
the microscope. As opposed to this, the reference gallery was generated artificially without
considering any frequency response. Therefore, this transfer function needs to be addressed
before attempting to compare images to one another. Most of the current implementations
choose to filter the reference images with the experimental’s estimated CTF. Note that the
CTF may vary from particle to particle[24]. Therefore, for each particle, the CTF needs to
be re-applied to the reference gallery.

In essence, this step can be seen as a k Nearest Neighbours (kNN)[23] problem with k = 1.
This means that we have a large set of images composed of all the projections of the current
volume and its in-plane transformations. For each experimental image we want to find the
most similar one, this is, the image which minimises some distance metric.

The problem can be mathematically expressed with the expression (3.6) where C is the
estimated CTF of the experimental image Iexp. IÃ is the volume projection defined in (3.1).
C, and Iexp remain constant for a given search. Moreover, the volume to be projected is also
constant throughout a search. Therefore, only the projection parameters R and δ regarding
Ã need to be optimised.

min
R,δ

dist(CIÃ, Iexp) (3.6)

A distance function is used to evaluate similarity between pairs of reference and experimen-
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tal images. As mentioned earlier, the election of this function may vary across different
implementations. More often than not, this distances are calculated in Fourier space, as
high frequencies contain little information due to low levels of SNR. This allows to compute
distances in a reduced set of coefficients corresponding to low frequencies, allowing more
efficient computations.

• Euclidean: The euclidean distance is defined as the square root of the sum of squared
coefficients. The square root part can be ignored, as it is not necessary for comparisons.
In (3.7) it is defined for complex numbers, necessary for comparing in Fourier space.

dist2L2(x,y) = (x − y)H · (x − y) (3.7)

• Weighted euclidean: The weighted euclidean distance features a weight matrix to
give more importance to some coefficients. In order to remain a weight function,
this matrix needs to be positive semi-definite. In fact, it is usually a diagonal ma-
trix, providing independent weights to each coefficient. In the case of Relion[16] and
Cryosparc[18] these weights are derived from the Maximum Likelihoods Estimation. In
essence, the weights correspond to the inverse of the noise variance, this is, the inverse
of the noise power. Therefore, PSD of the noise needs to be known.

dist2L2,W(x,y) = (x − y)H · W · (x − y) (3.8)

• Pearson correlation: Pearson correlation is not a distance metric but a similarity
metric. Nevertheless it can be easily converted to a distance applying a monotonically
decaying function such as 1 − x.

ρx,y = (x − x̄)T (y − ȳ)√
(x − x̄)T (x − x̄) · (y − ȳ)T (y − ȳ)

(3.9)

Finally, once a best reference match is found, the projection parameters and in-plane trans-
form of the reference are assigned to the experimental image, as presumably it has been
captured in such orientation.

3D reconstruction
The 3D reconstruction step consists in building a 3D electron density map using the angular-
assigned experimental particles. Originally, this was performed using back-projection algo-
rithms. Later this was replaced by the Algebraic Reconstruction Technique (ART) method,
which approaches the reconstruction problem as a Least Squares problem. Current solutions
rely on the Fourier Central Slice theorem, which was previously stated.
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ART reconstruction

ART is a iterative reconstruction method. It formulates the reconstruction problem as a
linear equation Ax = b where x is the vector encoding the reconstructed volume, b is the set
of experimental images and A is derived from the projection directions. Then, the problem
can be seen as a Least Squares (LS) problem[27] trying to solve for x. In practice, A is too
large to be solved with the conventional LS equation. Therefore, a iterative gradient descent
is used. As LS is a convex problem, the iterative method is guaranteed to find the global
minima[28][24].

Fourier Reconstruction

Earlier, it has been stated that the Fourier transform of a 2D projection is equivalent to
taking a 2D central slice from the 3D FT of the volume. Fourier reconstruction leverages this
fact by filling the 3D Fourier space with the appropriately oriented 2D Fourier transforms
of the experimental images. Assuming that projections from all possible directions have
been provided, the whole 3D Fourier space is defined, which means that the volume can be
unequivocally determined by computing the IFT. This principle is illustrated in the Figure
2.8[24].

In practice, there are some caveats related with the Fourier reconstruction regarding the
discreetness of the samples. Low frequencies tend to get defined repeatedly when filling
with slices, as these frequencies are close to the point where all planes intersect. In fact,
the central point representing the lowest frequency, the DC component, is defined by all the
slices. Contrary do this, some of the higher frequencies may not be defined because no slice
goes though them. These problems are usually addressed using coefficient interpolation.

There are two approaches used when filling 3D Fourier space with 2D slices: Scatter and
gather. In the first approach, each pixel of the 2D slices contributes to the voxel(s) that
it “touches”. The second strategy approaches the problem inversely, for each voxel of the
volume it determines from which pixels of the 2D slices it can consume from[29]. These
strategies are illustrated in the Figure 3.2.

The main benefit of the scatter approach is that it can be executed in O(n2), as it loops
over the Fourier coefficients of an image. Contrary to this, a naive implementation of the
gather approach would loop over all Fourier coefficients of a volume, requiring O(n3) time[29].
However, there are heuristic methods that allow exploring only a subset of the 3D Fourier
space, effectively achieving O(n2) time complexity for the gather approach. Moreover, this
approach is more suitable for paralellisation, as it avoids race conditions. Indeed, this is the
approach used in Xmipp[29].
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(a) Scatter (b) Gather
Image based on: [29]

Figure 3.2: Gather and Scatter approaches

Multi-reference refinement

The refinement algorithms rely on the assumption that all input particles belong to the same
structure. However, this is not always true, as the dataset might be heterogeneous. This
heterogeneity can be either discrete or continuous.

The continuous heterogeneity relates to flexible macromolecules. These macromolecules
have a certain amount of freedom to deform. Therefore, when projecting them, no single
conformation can be attributed to the dataset. The study of these kind of proteins with
CryoEM techniques is a novel field which is currently under study[30].

Contrary to this, discrete heterogeneity involves a discrete amount of conformations in the
dataset. For instance, a biologist may want to test how a particular ligand binds to the
protein. In that case, it is reasonable to consider that some of the input particles may come
from a structure with the ligand attached, whilst some others won’t have it.

The most common way to solve discrete heterogeneity is to generalise the refinement al-
gorithm to N volumes. This is done by enabling multiple projection gallery inputs to the
projection matching stage. Here, not only the projection parameters need to be considered,
but also the reference volume. Then, each of the volumes can be reconstructed with the
particles that were classified as such[31].

Although the working principle of multi-reference refinement is simple, there are many prob-
lems associated to it. Firstly, several input volumes need to be provided. These volumes
have to be somewhat different so that the algorithm is able to converge to distinct volumes.
Additionally, a problem known as attraction may appear. This problem is related to a class
being able to gather increasingly more particles in each iteration, so that the other volumes
are degraded and diverge. This last problem is usually solved by penalising the cost function
for very populated classes[25].
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3.3 Map quality metrics
Until this point, the map resolution term has been used repeatedly. However, the term has
not been formally defined. The aim of this section is to provide some insights about map
quality and resolution measurements.

Angular assignment error
Provided that the ground truth angular assignment of the experimental particles is known,
the estimated angular assignment of can be compared against it to calculate the average
deviation of the estimation. However, the ground truth angular assignment is not known, as
after all, that is the purpose of angular assignment. Nevertheless, a secondary angular as-
signment can be provided by some other method. Therefore, this measurement is interesting
for comparing and consensuating various algorithms. Additionally, this metric can be useful
when assessing an algorithm with artificially generated experimental images (Phantoms),
where ground truth projection parameters are known.

In the case of comparing the results of two independent refinement algorithms, it is probable
that the reconstructed volumes may not have the same orientation, which will induce a
systematic error on this metric. To avoid this error, the reconstructed volumes should be
aligned to one another before comparing angles.

A major drawback of this method is that it may not reflect well the error produced when
reconstructing the volume. For instance, when aligning a pseudo-symmetric protein, there
is a set of views that are extremely similar. If an incorrect view is chosen for a particle, its
angular error will be high. However it will not introduce a large error into the reconstruction.

Fourier Shell Correlation
When there is no other estimation about the angular assignment, the prior method can not
be used. Moreover, the angular error does not explicitly provide any information about the
quality of the reconstructed volume. The Fourier Shell Correlation (FSC) tries to solve these
issues by measuring the resolution of the reconstructed volume[32].

The FSC is calculated by splitting the angular assigned particle set into two equally sized
random subsets and generating a volume from each of the subsets. Then spherical surfaces
(shells) are extracted from the Fourier transforms of the volumes, each one of them repre-
senting a certain frequency band. Comparing all shell pairs with the correlation metric, a
correlation value can be assigned to each frequency band. This correlation in function of the
frequency is known as the FSC, which is expressed in the equation (3.10) [33][32].
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FSC(ω) =
∑

ωi∈ω F1(ωi) · F2(ωi)∗√∑
ωi∈ω |F1(ωi)|2 ·∑ωi∈ω |F2(ωi)|2

(3.10)

Typically, the FSC tends to have a low-pass behaviour, as the SNR is worse at high frequency.
This empirical fact is shown in the Figure 3.3. In fact, There is a direct relation between
the FSC and the Spectral Signal to Noise Ratio (SSNR):

SSNR(ω) = FSC(ω)
1 − FSC(ω) ⇔ FSC(ω) = SSNR(ω)

1 + SSNR(ω) (3.11)

Frequency [1/A]

FS
C 0.5

0.143

Figure 3.3: Example of a FSC function

Due to this empirical low-pass tendency, it is useful to establish a threshold. In this way,
the resolution of a map can be determined as the first value where this FSC threshold is
crossed. This provides a numerical value that quantitatively defines the quality of the map.
The FSC threshold value election is source for a long lived discussion in academia. Some
experts argue that this threshold should be 0.5, in reference to the cutoff frequency in the
context of signal processing. Some other experts prefer to use 0.143. This value reflects
better the resolution of the map that would be obtained when considering the whole particle
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set (instead of halves)[34]. As a consequence of this debate, the threshold value used for
determining the resolution of the map needs to be provided along the actual measurement.



4. Implementation

The main focus of this project is the development of a fast and reliable image alignment
algorithm for CryoEM. Particle alignment is a frequent problem in the context of CryoEM,
but solely addressing the alignment problem does not provide a solution to any practical
objective. Consequently, we have chosen to utilise the 3D refinement problem as a platform
for evaluating the effectiveness of the alignment algorithm. In this chapter we will describe
both the image alignment algorithm itself and its integration in a 3D refinement cycle.

4.1 Architecture
This project has been developed in the context of Xmipp and Scipion framework. The image
processing algorithms have been implemented inside Xmipp, whilst the refinement logic has
been implemented in the Xmipp’s Scipion plugin.

The image processing part implemented in Xmipp has been named as swiftalign, the union of
the words swift and align. This name precisely describes the purpose of these programs: Fast
image alignment. The swiftalign framework implements two programs: swiftalign_train
and swiftalign_query.

These two programs, along other Xmipp programs, will be invoked from the Scipion protocol
named as swiftres. This protocol is used to implement the refinement logic. This means that
it will be responsible of orchestrating calls to the image processing algorithms and provide
an easy to use Graphical User Interface (GUI) for the end user.

swiftalign
Swiftalign is a framework of image processing programs that is part of the Xmipp im-
age processing suite. These programs specialise in image alignment, this is, matching im-
ages considering all their in-plane transformations. Although several utility programs have
been implemented during the development of this project, the most prominent ones are
swiftalign_train and swiftalign_query. All the framework has been implemented in



28 4 Implementation

Python and it uses PyTorch library to accomplish computations such as common Basic Lin-
ear Algebra Subprograms (BLAS) routines and FFTs. This library is Free and Open Source
Software (FOSS) and it is currently being developed by Facebook’s AI Research lab.

One of the key innovations of the project is the usage of state-of-the-art vector databases.
These databases are implemented inside the FAISS library, which is also developed by Face-
book. Therefore, a good integration between the former libraries is expected.

Additionally, some file Input/Output (I/O) libraries are used to be able to read and write
common file formats used in the context of CryoEM. This includes the mrcfile library
used for reading images in mrc format and starfile library used for reading metadata files
stored in star format. Both of these libraries are developed by the Medical Research Council
(MRC).

Many vector databases need to be trained before being populated. This training needs to
be performed with data that resembles the actual data that is going to be used, so that
the database can be structured optimally. This task is responsibility of swiftalign_train
which in rough terms performs a data augmentation of reference images to train a FAISS
database.

Later this trained database is populated by swiftalign_query using all possible in plane
transformations of the reference gallery. Once populated, it is used to query experimental
images and assign the estimated alignment parameters. Hence, the actual particle alignment
will be carried out in this program.

swiftres
Both of the previous programs have been implemented as a Command Line Inteface (CLI)
utility. This means that they can be invoked by the user from a command line prompt.
However, the usage of parameters and invocation is not trivial. Therefore, a Scipion protocol
was implemented that wraps these calls to perform a 3D refinement. This protocol, not only
provides logic for determining invocation parameters but it also offers an easy to use GUI.
This protocol is named as swiftres and it will be introduced in this section.

The GUI of Scipion protocols is usually implemented as a form which lets the user choose
the parameters for execution. These parameters may include the output of a previous step, a
numeric value, toggle switch. . . When the appropriate parameters are selected, the protocol
can be executed or saved for later use. In this case, the basic parameters to run swiftres
include the input particles, the initial volume(s), the resolution of the initial volume and the
symmetry associated to the protein under study. A screenshot of this is displayed in Figure
4.1.
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Figure 4.1: Screenshot of the user interface for running swiftres protocol in Scipion

4.2 Fast image alignment
Image alignment is a core problem in the context of CryoEM image processing. Several key
steps involved in the SPA image processing pipeline involve performing an image alignment.
Algorithms such as 2D classification, ab-initio volume reconstruction, 3D refinement and 3D
classification are examples that fall in this category.

Moreover, image alignment is a very expensive algorithm, as it involves comparing millions
of pairs of images. Thus, it can be stated that a significant fraction of the time spent in
a typical SPA workflow can be attributed to this problem. The main focus of this project
is to develop a novel image alignment method that outperforms existing solutions without
sacrificing the quality of the results.

CTF Correction
When comparing experimental images to reference ones, the CTF must be taken into con-
sideration. Most implementations choose to apply the CTF to the reference images. The
main drawback of this election is that the CTF varies across images, hence, the CTF needs
to be re-applied to the reference gallery for each experimental image[31].
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A possible solution to this problem consists in clustering similar CTFs into a reduced amount
of discrete groups, so that for a given group, the CTF is only applied once to the reference
gallery. However, this procedure adds complexity to the algorithm, specially considering
that in streaming only a reduced subset of the data is available at a given time. Moreover,
some datasets have a wide range of unique CTFs, which implies that a lot of small clusters
would be generated, cancelling all the benefits of this approach.

This algorithm addresses this issue by correcting experimental images with a Wiener filter.
As shown in the figure 4.2, the comparisons are made with the clean reference images, so
the gallery does not need to be modified across comparisons.

dist

(a) CTF to reference

dist

(b) Wiener correction
Where C is the CTF, C̃ is the CTF estimation and W is the Wiener filter for correcting

the estimated CTF.
Figure 4.2: CTF correction approaches

Among other applications, the Wiener filter can be used to deduce the inverse filter for a
Linear Time Invariant (LTI) system, as is the case of the CTF model. This process is also
known as the Wiener deconvolution, where the filter is obtained in such a way that the
Mean Square Error (MSE) of the output is minimized[35]. The definition of the Wiener
filter is displayed at (4.1), which also expresses it in function of the SSNR. Note that in
absence of noise (infinite SSNR), the filter tends to behave as the inverse filter[36]. The term
N ′(f)/S(f) acts to prevent overamplification when the direct filter’s gain is low.

Ĥ−1(f) = H∗(f) · S(f)
|H(f)|2 · S(f) +N ′(f)

= H∗(f)
|H(f)|2 + N ′(f)

S(f)

=

1
H(f) ·

S(f)
N ′(f) · |H(f)|2

S(f)
N ′(f) · |H(f)|2 + 1

(4.1)
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where the S(f) term refers to the signal PSD before the direct filter, whilst the N ′(f) term
refers to the noise PSD after the filter[35]. These signals are represented in the block diagram
of Figure 4.3.

Figure 4.3: Wiener deconvolution block diagram

The Wiener filter was already implemented in Xmipp[17] as xmipp_ctf_correct_wiener2d
program, so the existing implementation was re-used for this algorithm. This program
assumes a constant SSNR profile across all frequencies. This constant SSNR value is derived
from the Filter’s mean energy. It has been empirically proven that using a 10% of the filter’s
energy leads to good results[37].

The main drawback of this approach is that the Wiener filter is not able to correct frequencies
where the direct filter has a zero. As shown in (4.2), the Wiener inverse filter has also a
zero for those frequencies, hence, those frequencies will not be at its output. In addition,
the Figure 2.3 points out that the CTF has periodic zero crossings, which will be subjected
to this phenomenon.

lim
|H(f)|→0

W (f) = 0 (4.2)

As a consequence, some spatial frequencies are not present in the experimental image to
be compared, but they are potentially present in the artificially generated image. This will
induce a systematic error when comparing images. However, according to the experiments
detailed later, we have not observed any significant influence of this effect.

Search vector description
Image comparisons can be formulated as vector comparisons. From now on we will consider
image comparisons as abstract vector comparisons. The easiest way to turn an image into
a vector is by flattening all its pixels into a single dimension. For instance, all the rows of
a given image could be concatenated to form a vector. In other words, the search vector
will have as many dimensions as the number of pixels on an image. A typical image size of
160 × 160 would require a vector of size 25600. This means that vectors will have a very
high dimensionality, with the associated computational and storage cost.
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It has been empirically proven that most of the alignment information is below a resolution
of 6−8Å[16]. This means that a downsampled version of the image could be used. Provided
that the 160 × 160 image was captured with a pixel size of 2Å, it could be downsampled
with a factor of 2, which would lead to a vector size of 6400.

What is more, because of the orthonormality of the Discrete Fourier Transform (DFT), the
comparisons can be performed in Fourier space. This allows to extract coefficients from a
disc with the radius of the resolution limit. This disc involves slightly less coefficients due
to the fact that it is inscribed inside the downsampled Fourier space. The DC component of
the image can also be omitted, as it does not provide any information for alignment. In the
previous example, this would reduce the coefficient count to 2512 complex coefficients. For
our purposes, complex coefficients can be flattened to a vector twice as large. This leads to
a vector of 5024 dimensions, slightly less than the downsampled version of the image.

The Figure 4.4 illustrates this Fourier coefficient extraction. Note that only the left half
of the Fourier space is considered, as the Fourier transform of a real valued signal poses
conjugate symmetry. Thus, half of the Fourier space is redundant.

Fourier transform Extract

Figure 4.4: Fourier coefficient extraction

We have observed slightly more accurate results when using the Discrete Cosine Transform
(DCT) instead of the DFT for a given disc size. However, the cost of computing the DCT
is also greater.

As a consequence, we will select a low frequency disc in Fourier space to transform all images
into a search vector. As shown in the previous example, the images can be reduced by a
factor of 25600

5024 ≈ 5 at little accuracy cost. In the results chapter, we will discuss the accuracy
loss that can be attributed to discarding high frequency information.

Reference dataset generation
The reference dataset consists in all the in-plane transformations of the reference images.
This implementation groups alignment parameters in such a way that intermediary images
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can be stored and used repeatedly, avoiding redundant computations. Moreover, the indi-
vidual operations have been reduced to the bare-minimum, so that their execution time is
minimised.

Firstly, each image of the reference gallery is rotated in its own plane by a set of equally
distributed angles. At this point, the images are transformed to Fourier space, so that
the low frequency disc can be extracted as described earlier. In theory, this last operation
could be done before applying the in-plane rotations to the images, which would imply far
less repetitions of the Fourier Transform. However, this is not feasible in practice because
interpolating Fourier coefficients tends produce incorrect results.

Then, the extracted Fourier coefficients can be multiplied with a set of shift filters defined
in Fourier space. The shift filters define a translation in the spatial domain. This operation
can be performed in Fourier space because a shift filter is a LTI system, which is applied as
a point operation to the Fourier coefficients. Thus, it can be only applied to the coefficients
extracted from the disc. The transfer function of the shift filter is defined as (4.3) where Ω
is the frequency vector and ∆ is the shift vector in pixels.

H(Ω) = e−jΩ·∆ (4.3)

The whole process has been illustrated in Figure 4.5. At the end, a vast amount of vectors
is generated, representing all possible combinations of in-plane transforms of the reference
gallery. Each experimental image will be searched across this collection of vectors to find a
best match.

Vector search techniques
At this point, our goal is to find the most similar vector across the previously generated
dataset for each experimental image. In the context of ML, this problem is known as kNN.
One of the main strengths of this algorithm is the usage of state-of-the-art vector search
techniques. In particular, we have used the FAISS library[38], developed by Facebook Re-
search. This library is known to be one of the fastest vector search utilities. Moreover, it
supports input from the Torch library, which eases interfacing with the rest of the program.

FAISS allows to build very complex vector databases with a modular structure. Depending
on this structure, the expected size and dimensions, it may be suitable to fit entirely in
Central Processing Unit (CPU) memory or even GPU memory. This is specially useful for
modules designed to take advantage of GPU accelerators. Moreover, this is also beneficial
if data is already at the GPU, as it avoids making expensive copies between GPU and CPU
memory.
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Figure 4.5: Reference dataset generation
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We have deduced that the former gallery generation approach can easily reach a size of
many million of images. Provided that each image is represented by a couple of thousands
coefficients, it can be easily inferred that storing all these coefficients in a raw array would
require many Gigabytes. This may fit in high-end server CPU memory, but it is unthinkable
to store this amount of information on a GPU.

Therefore, we have chosen to use FAISS’s vector quantisation and compression techniques.
These methods are designed to compress vectors into a handful of bytes, enabling to store
huge datasets in GPU memory. However, these compression techniques come at an accuracy
cost. This accuracy loss is highly dependant on the nature of the data itself, as highly corre-
lated data will tend to compress well, whilst independent variables will produce a significant
degradation of quality. We will discuss the influence of these compression algorithms with
CryoEM data in Chapter 5.

One of the most widely known vector compression techniques is Principal Component Anal-
ysis (PCA). PCA can be used to project vectors into a subspace in such a way that the
energy lost during the projection is minimal. This projection reduces the dimensionality of
the vectors, so more of them can be stored at a given space. Moreover, vector comparisons
become more efficient as less components need to be compared.

We have also considered using the database architecture recommended by FAISS guide-
lines[38] that best represents the magnitudes of our data estimates. This architecture uses
the Product Quantisation (PQ) vector compression technique to achieve aforementioned
compression ratios. On top of it, it uses a Inverted File (IVF) data structure to accelerate
searches. We have also selected these techniques because they have been implemented for
GPUs, so that the whole search process can be run in these accelerators. Although these
techniques have been already implemented in FAISS, a brief description of them is provided
hereafter.

Principal Component Analysis
PCA is a family of techniques to reduce the dimensionality of vectors in such a way that the
information lost in the process is minimised[39]. This is achieved with a linear projection of
the vectors into a latent space. The basis vectors of this latent space correspond to the axes
of the input data where the variance is maximal. For instance, Figure 4.6 shows the axis
with maximum variance of a set of 2D points.

The effectiveness of the PCA greatly depends on the covariance between axes. If axes
are independent random variables (covariance is zero) there is no principal component and
dimensionality reductions will produce a proportional information loss. Contrary to this,
if the axes are highly correlated, discarding the least important principal components will
produce little to no degradation[39][40].
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1st Principal
Component

2nd Principal
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(a) Principal Component Analysis

(b) Projection into Principal Components

(c) 1D latent space from the 1st Principal component

Figure 4.6: Example of Principal Component Analysis dimensionality reduction
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The first step to perform a PCA is to centre samples around the origin of coordinates. To
do so, the centroid of the samples is subtracted from them:

xi = ai − µ (4.4)

µ = 1
N

N∑
i=1

ai (4.5)

We can define the sample matrix X as the vertical stacking of the mean centred sample
vectors:

X =


xT

1

xT
2
...

xT
N

 (4.6)

This enables us to compute the covariance matrix of the vectors:

Cov(X) = 1
N − 1XT X (4.7)

After performing a Singular Value Decomposition (SVD) decomposition of the covariance
matrix so that Cov(X) = UT ΛU where U is a orthonormal basis formed by the eigen-
vectors of the covariance matrix and Λ = diag(λ1, λ2, . . . , λN) is a diagonal matrix with
the eigenvalues of the covariance matrix. These eigenvalues represent the variance in their
corresponding eigenvector’s direction. Hence, selecting a handful of eigenvectors with the
largest eigenvalues leads to an orthonormal basis where most of the input vector’s energy
is preserved. This basis can be used to perform a linear projection of vectors into a lower
dimension latent space with minimal information loss.

Product Quantisation
Product Quantisation (PQ) is a vector compression technique suitable for performing efficient
kNN searches. Unlike other vector compression techniques, it has been designed to work well
with large vectors[41][42].

This algorithm splits each vector into fixed sized chunks, which will be individually treated.
The last chunk may be padded with zeros if necessary. A example of this partition is shown
in Figure 4.7.
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Figure 4.7: Example of vector partitioning for the PQ compression algorithm

At the beginning, the PQ encoder needs to be trained with a representative subset of the
dataset. In this training process, a k-means partition computed for each chunk of the vector,
producing k centroids. This process is illustrated in Figure 4.8. K-means is a unsupervised
clustering algorithm that groups points in such a way that the distance to the centroid of
their corresponding class is minimized[43]. K-means requires the training set to be much
larger than k in order to be effective.

Chunk 0 Chunk 1 Chunk N-1

Tr
ai

ni
ng
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et

k-means

Figure 4.8: K-means usage for PQ vector compression

At this point, the PQ encoder can be used to encode new vectors. The encoding consists
in matching the closest centroid for each chunk of the vector. Hence, the vector can be
encoded with a set centroid identifiers. This sequence of identifiers is known as PQ-code[41].
Provided that k centroids have been computed for each chunk, ⌈log2 k⌉ bits are required to
index each chunk. In total, N · ⌈log2 k⌉ bits will be necessary to store a vector, N being the
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number of chunks[44]. At most kN unique vectors can be represented with this technique.
Beyond this number, code collisions are guaranteed to occur.

Chunk 0 Chunk 1 Chunk N-1

0

1

...

k-1

0 1 0 k-1

Find closest
centroid

Query vector

Encoded vector

Figure 4.9: Example of PQ encoding

Decoding PQ codes is not necessary for our purpose, but it can be achieved. This process
would involve following the inverse path of the Figure 4.9. This is, centroids would be
indexed according to the encoded PQ-codes and then concatenated to ensemble a vector.

This technique also allows to efficiently compute distances between a given pair of encoded
vectors. To do so, all the pairwise squared euclidean distances between centroids are pre-
computed and stored in memory. Then, it is a matter of indexing and accumulating this pre-
computed distance for each chunk. Figure 4.10 illustrates this distance computation process
for the squared Euclidean distance. However, this idea can be extended for many other dis-
tance metrics. Note that the figure illustrates pairwise distances with a matrix. In practice,
matrices are not used to store pairwise distances, as they are inefficient due to the symmetry
of the distance functions (dist(A,B) = dist(B,A)) and trivial cases (dist(A,A) = 0).

Having a fast distance estimate accelerates kNN vector searches, as these involve comparing
a given vector against all the vectors in the dataset. Nevertheless, PQ comes with its own
drawbacks. As its name suggests, it is a quantisation procedure, hence, there will be some
accuracy loss. This accuracy loss is determined by the dispersion of the data. If the data
is structured in a few compact clusters, K-means will be able to identify them and the
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Figure 4.10: Example of PQ distance calculation

quantisation error will be minimal. Contrary to this, if the data is random, the centroids
may not be representative and a lot of quantisation error will be introduced.

The quantisation loss can be minimised applying a linear transform to the vectors before
quantizing them. This linear transform is represented with a rotation matrix, which will
rotate vectors in such a way that the quantisation error is minimised. Due to the fact
that rotation matrices are orthonormal, distances are preserved after this rotation[45]. This
matrix is calculated from a PCA matrix, but its columns are reordered in such a way that
it ensures that information is evenly spread across all chunks.

Inverted File
PQ provides a compact way to store vectors and reduce distance computation time. However,
it is not effective enough when searching across millions of vectors[46]. Therefore, it is usually
complemented with Inverted File (IVF) to significantly reduce search times.

IVF works by limiting the search scope for a particular query vector. To do so, once again
K-means is used. This time, K-means is used to partition the entire vector space (instead
of a small set of axes). Once again, this partition is done in the training process, so a large
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enough represetentive subset of the data needs to be provided. This process will provide a
coarse quatization of the vector space in discrete cells, which can be seen as Voronoi cells[46].
These cells can be used to limit the extent of the searches.

Once the database has been trained, vectors are grouped according to their closest centroid.
Then PQ will be used to encode the residual vector from the centroid. A example of this
partitioning is provided in Figure 4.11. Therefore, a vector will be encoded as the index of
its coarse centroid and the PQ-code assotiated to the residual vector[46].

(a) K-means clustering (b) Residual vectors

Figure 4.11: K-means centroid and residual vector example for IVF searches

When a search needs to be carried out, the query vector will also be assigned to the closest
centroid. Then, the residual vector will be searched across all the residual vectors belonging
to that group. However, this may pose a problem. If the query vector falls near the cell
frontier, it is possible that the closest vector may be in the neighbouring cell. This case is
exemplified with the B point in Figure 4.12, which gets assigned to the green region while
its closest point is on the blue region. To solve this issue, each query vector is also searched
across multiple neighbouring cells[46].

Distance metric
Until this point we have used the distance term without defining a concrete distance func-
tion. This was to preserve generality, as several distance functions were implemented. The
aforementioned FAISS implementation of IVF-PQ encoding only allows for Euclidean dis-
tance minimisation and dot product maximisation. In fact, these metrics are related to one
another:

∥x − y∥2 = ∥x∥2 + ∥y∥2 − ⟨x,y⟩ (4.8)
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Figure 4.12: IVF search example

Nevertheless, these metrics can be used as a basis to define many other distance metrics.
For instance, the cosine similarity can be defined in terms of the dot product by providing
normalised vectors.

cos θ =
〈

x

∥x∥
,

y

∥y∥

〉
(4.9)

Similarly, the Pearson correlation can be calculated by subtracting the mean before calcu-
lating the cosine distance:

ρ =
〈

x − x̄

∥x − x̄∥
,

y − ȳ

∥y − ȳ∥

〉
(4.10)

Lastly, the weighted Euclidean distance can be calculated by scaling vector coefficients before
computing the Euclidean distance:

∥x − y∥2
w =

∥∥∥W̃ (x − y)
∥∥∥2

(4.11)

where

W̃ = diag(
√

w) (4.12)
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Note that the previous definitions have been stated for real numbers. However, our vectors
have been ensembled from complex vectors by interleaving their real and imaginary part:

x =
[
Re(x̂1) Im(x̂1) Re(x̂2) Im(x̂2) . . .

]
(4.13)

This vector construct preserves the Euclidean norm from its original complex form and +/−
properties. Therefore, the euclidean distance remains valid.

∥x∥2 = xT x = Re(x̂1)2 + Im(x̂1)2 + . . . (4.14)

∥x̂∥2 = x̂Hx̂ =
Re(x̂1) · Re(x̂1) + Im(x̂1) · Im(x̂1)+

(((((((((
j Im(x̂1) · Re(x̂1) −(((((((((

j Im(x̂1) · Im(x̂1) + · · · =
Re(x̂1)2 + Im(x̂1)2 + . . .

(4.15)

However, in general, the dot product is not preserved from one form to the other because it
discards the imaginary part of the result:

xT y = Re(x̂1) · Re(ŷ1) + Im(x̂1) · Im(ŷ1) + . . . (4.16)
x̂H ŷ = Re(x̂1) · Re(ŷ1) + Im(x̂1) · Im(ŷ1) + j Re(x̂1) · Im(ŷ1) + j Im(x̂1) · Re(ŷ1) + . . .

(4.17)

In spite of this, our particular case involves Fourier coefficients, which have symmetry. When
considering symmetric pairs of coefficients, the imaginary part of the dot product cancels
out. Hence, for this case, the dot product is preserved.

x̂H ŷ + (x̂∗)H(ŷ∗) =
Re(x̂1) · Re(ŷ1) + Im(x̂1) · Im(ŷ1) +(((((((((

j Re(x̂1) · Im(ŷ1) +(((((((((
j Im(x̂1) · Re(ŷ1)+

Re(x̂1) · Re(ŷ1) + Im(x̂1) · Im(ŷ1) −(((((((((
j Re(x̂1) · Im(ŷ1) −(((((((((

j Im(x̂1) · Re(ŷ1) + · · · =
2 · (Re(x̂1) · Re(ŷ1) + Im(x̂1) · Im(ŷ1) + . . . )

(4.18)

Considering these two facts, the flattened representation of the complex vector leads to
numerically identical (and more efficient) results when computing distances and similarities.
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4.3 Refinement cycle
Particle alignment is a core problem in the context of CryoEM. In the previous section, we
have described our implementation of such an algorithm. However, the alignment problem
on its own does not solve any real task. Thus, we have elected to use the 3D refinement
problem as a “playground” for testing the alignment algorithm.

As stated in Chapter 1, the 3D refinement is used to iteratively enhance the resolution of
the map. On each iteration, the current volume is projected from all directions to form a
reference gallery. Then each experimental image is searched across this gallery to determine
the direction it was projected from. This allows to use the experimental images to reconstruct
a new volume with presumably higher resolution. Then, this volume can be used as the
reference volume for the next cycle.

Although this description of the refinement process is intuitive, it is very naive. In practice,
many additional steps need to be introduced in-between the previous steps to assure the
quality of the results and prevent over-fitting. On this section we will deeply describe the
logic implemented on top of the alignment algorithm that allows to perform a refinement
iteration.

Reference volume projection
The first step in the alignment process is to generate a projection gallery of the current
reference volume. One of the most crucial parameters regarding the projection is the angular
sampling rate. This sampling rate describes the angular interval on which projections of the
volume are generated.

This sampling directly affects the quality of the results, as the angular assignment of the
images will be quantised to this interval. Ideally, the quantisation error has a uniform
distribution U(−∆Φ

2 ,+
∆Φ

2 ). Therefore, in the best case scenario, the absolute error will have
an average value of ∆Φ

4 , where ∆Φ is the angular sampling rate. This suggests that the
angular assignment error is directly proportional to the angular sampling rate. However,
there is another limiting factor to the accuracy, the resolution.

Recalling the alignment algorithm, it was stated that the image comparisons are only per-
formed up to a certain resolution. This resolution is determined by the resolution of the
reference map, as it does not make sense to compare coefficients beyond the maximum res-
olution of the map. The Fourier Rotation theorem states that the rotations in the spatial
domain corresponds to the same rotation in Fourier space. Note that we are dealing with
discrete Fourier space, which has discrete frequency components. Hence, at most we are only
able to detect a rotation that would shift a coefficients at the resolution limit. This mini-
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Figure 4.13: Maximum measurable angle at the resolution limit

mally measurable angle is the same for both 2D and 3D cases. The former one is illustrated
in Figure 4.13.

Each of the coefficients in Discrete Fourier space is spaced by ∆Ω = 2π
N

rad where N is the
size of the image. Assuming that we can detect changes that involve 1 coefficient shift in
the resolution limit, the finest angle shift we can detect is:

∆Φ = sin−1
(

∆Ω
Ωmax

)
(4.19)

Knowing that Ωmax = 2π Ts

Tmax
where Ts is the pixel size and Tmax is the resolution limit, the

optimal angular sampling rate would be:

∆Φ = sin−1

 ��2π 1
N

��2π Ts

Tmax

 = sin−1
(
Tmax

NTs

)
(4.20)

In order to avoid repeatedly sampling in the same directions, a random perturbation is added
to the projection directions. Empirical results have shown that a value of ∆Φ

4 offers good
results. This value coincides with the average error of the quantisation.

Once the projection parameters are chosen, the volume is projected from quasi-equally
spaced angles using the xmipp_angular_project_library program, which was already im-
plemented in Xmipp. This will produce our reference gallery. Prior to this projection, a mask
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may be applied to the reference volume, so that the alignment is focused on a particular
Region of Interest (ROI).

Additionally, if multiple reference volumes are provided for 3D classification, this step is
repeated for each volume. Then all the galleries are combined into a single one, keeping
track of the class that each reference image belongs to. in this way, the alignment will not
only determine the angular assignment but also the 3D class.

Training
Once a reference gallery is obtained, it will be used to train the vector database used in
searches. To do so, xmipp_swiftalign_train program is used, which augments the reference
gallery by applying random in-plane transformations and uses this augmented dataset to
train the FAISS database.

Alignment
At this point, the previously generated reference gallery and database can be used to align
experimental images. This is achieved using xmipp_swiftalign_query program. This pro-
gram will efficiently produce all the in-plane transformations of the reference gallery and then
query each of the experimental images in the database. As a consequence, the sampling of
the in-plane transformations also needs to be deduced. The rotational sampling estimated
for projections still applies for in-plane rotations. Therefore, only the shift sampling rate
needs to be computed.

This sampling rate is calculated assuming that for Nyquist a shift of 1px can be detected.
As a consequence, this sampling can be scaled proportionally to the actual resolution limit:

∆s = 1pxTmax

Tnyq

= 1pxTmax

2Ts

(4.21)

Alignment consensus
We can leverage the speed offered by our alignment method to enhance its outcomes. For
this purpose, we can perform multiple alignments to consensuate their outputs, ensuring we
retain results that we are confident about. This novel approach enables us to balance speed
and accuracy according to the user’s requirements. The underlying principle behind the
consensus is that we prioritise using fewer particles for reconstruction rather than numerous
poorly aligned ones.
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Nevertheless, the alignment algorithm is deterministic, meaning that running it multiple
times will consistently yield the same results. To overcome this deterministic behaviour,
we can generate multiple galleries. As mentioned earlier, each gallery is created with a
unique random perturbation. By generating multiple galleries, each with its own distinct
random perturbation, we can circumvent the deterministic nature of the algorithm by util-
ising slightly different galleries for each run.

The aim of the consensus step is to combine the outputs of multiple alignments in such a
way that particles that were not aligned properly are discarded. Similarly, particles that
coincided in their alignment get their results averaged. An example of such as consensus is
displayed in Figure 4.14. This figure illustrates that when all alignments produce similar
results, there is consensus among them. Contrary to this, if the 3D alignments have disperse
results, there is no consensus and the particle should be discarded.

(a) Consensus (b) No consensus

Figure 4.14: Illustration of angular consensus

Note that the previous example was provided with 3 repetitions for consensus. Nevertheless,
the implementation is generalised for any number of classifications. Using this principle,
we have elaborated a list of criteria to filter particles. If any of the criteria is not met, the
particle will be dropped from reconstruction.

• The angular assignment is validated by calculating the average angular assignment
of the runs. Then, the distance from this average to the samples is computed. The
angular assignment is considered to be valid only if more than the 50% of alignments
are closer than the angular sampling rate (∆Φ). If so, this average angular assignment
is used for reconstruction.
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The averaging of angular assignments must be done in quaternion space. Quaternions
are an extension to the complex number system which are useful for representing
the orientation in 3D space. Contrary to the Euler angles, which are more intuitive,
quaternions are not subjected to the gimbal lock issue, making operations easier. In
spite of this, the alignment parameters are usually represented with Euler angles.
Hence, the Euler angles of the alignment need to be converted to quaternions.

q0 = cos
(
ϕ

2

)
· cos

(
θ

2

)
· cos

(
ψ

2

)
− sin

(
ϕ

2

)
· sin

(
θ

2

)
· sin

(
ψ

2

)

q1 = cos
(
ϕ

2

)
· cos

(
θ

2

)
· sin

(
ψ

2

)
+ sin

(
ϕ

2

)
· sin

(
θ

2

)
· cos

(
ψ

2

)

q2 = cos
(
ϕ

2

)
· sin

(
θ

2

)
· cos

(
ψ

2

)
− sin

(
ϕ

2

)
· cos

(
θ

2

)
· sin

(
ψ

2

)

q3 = sin
(
ϕ

2

)
· cos

(
θ

2

)
· cos

(
ψ

2

)
+ cos

(
ϕ

2

)
· sin

(
θ

2

)
· sin

(
ψ

2

)
(4.22)

where ϕ is corresponds to the rot parameter, θ is the tilt parameter and ψ is the in
plane rotation.

The average of quaternions is not trivial either. We have implemented the solution
described by Markley, Cheng, Crassidis, et al. in their paper on Quaternion Averaging.
This solution uses a Maximum Likelihood Estimation (MLE) of the average where the
average distance from the centroid to the samples is optimised[47]. To do so, the first
step is to ensemble a matrix with all the quaternions as rows:

Q =


w1q

T
1

w2q
T
2

...
wNqT

N

 (4.23)

where wi is the weight associated to each quaternion. For our case, all quaternions will
be equally weighted with wi = N−1. Then, the average quaternion can be calculated
as the principal eigenvector of QT Q.

Regarding the validation of the average, the quaternion distance is defined as:

∆q = 2cos−1
(

1 − ∥q1 − q2∥2

2

)
(4.24)

Therefore the criteria to keep a particle is that at least N
2 comply with:

2cos−1
(

1 − ∥qi − q∥2

2

)
≤ ∆Φ (4.25)
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• Similarly to the previous criteria, the centroid of the shift assignment is computed
to validate the shift assignment. 50% or more alignments should be less than the
shift sampling rate apart from this centroid. When validated, this centroid is used for
reconstruction.

Formally, the average shift is defined as:

s = 1
N

N∑
i=1

si (4.26)

Then the alignments agree only if more than N
2 alignments comply with:

∥si − s∥ ≤ ∆s (4.27)

• When a 3D classification is performed, each alignment will vote for a class. If there
is no absolute majority, there is no consensus. Otherwise, the mode class is selected
(which has been elected by more than the 50% of alignments).

Reconstruction
At this point the alignment particles are split into two equally sized random subsets. This is
done in order to be able to compute the FSC between two reconstructions in the next step.
Each of these subsets is used to reconstruct a volume using xmipp_reconstruct_fourier
program (or its GPU accelerated variant[29]), which has been already implemented in Xmipp.
As the name of the program suggests, the reconstruction is performed using the Fourier back-
projection algorithm, detailed in Chapter 3. Each of these volumes is known as half-map,
because they were obtained from half of the particles.

Resolution estimation and post processing
The final step involves comparing both half-maps to determine the resolution of the map.
Since particles are aligned independently, each half-map was obtained separately. Conse-
quently, regions that show strong correlation in both maps can be attributed to the signal,
while uncorrelated regions are considered as noise.

The correlation between the Fourier coefficients for each frequency is measured using the FSC
function, which was described in Chapter 3. This function provides a correlation function
in terms of spatial frequency.

Typically, the FSC function exhibits a low-pass behaviour. The frequency at which this
function crosses a specific threshold (usually 0.5 or 0.143) indicates the resolution of the map.
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This number provides an insight about the level of detail that can be reliably represented in
the volume.

Once the map’s resolution is determined, both half-maps are averaged and then subjected to
low-pass filtering up to the previously obtained resolution. This filtering step is performed
to prevent overfitting caused by noise, as it effectively reduces the number of parameters to
be estimated[48]. The resulting filtered average volume can be used as the reference volume
for the next iteration or as the final output volume.



5. Results

Throughout the development of the image alignment algorithm, some compromises were
made to optimise alignment times. The purpose of this Chapter is to assess the impact
of these trade-offs on accuracy, comparing them against the performance benefits obtained.
The alignment tests were carried out with the 3D alignments, as this was the main focus
of the project. Nevertheless, results can be extrapolated to other CryoEM problems where
image alignment is used as a basis.

For this evaluation, we will utilise multiple datasets, including both simulated datasets where
all parameters are controlled, as well as real datasets. By incorporating real data into the
analysis, we can gain insights into the algorithm’s usefulness.

5.1 Test datasets
The alignment algorithm has been thoroughly tested using both synthetic and experimental
datasets. Synthetic data is valuable because the ground truth values of the alignment pa-
rameters are known. As a consequence, any discrepancy in the output can be attributed as
an error of the alignment algorithm. In spite of this, the synthetic data is usually generated
using a naive model of the microscope. Therefore, results obtained with synthetic data may
not reflect the real performance of the algorithm. To address this issue, the algorithm has
also been tested with experimental data.

The datasets used for our tests were selected to reflect proteins with a diverse set of char-
acteristics, such as symmetry, size, pixel size, presence of membrane, flexible parts. . . In
total, 4 proteins were elected. Each of these proteins will be tested with both simulated and
experimental data.

Experimental Data
The experimental images used in these tests were obtained from Electron Microscopy Public
Image Archive (EMPIAR). EMPIAR is a public archive maintained by the European Molec-
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ular Biology Laboratory (EMBL)-European Bioinformatics Institute (EBI) which provides
open access to raw CryoEM images[49]. Among other things, this initiative enables testing
CryoEM image processing algorithms with a wide variety of real data.

Some of the selected datasets provided extracted particles, which are the starting point of the
alignment algorithm. However, some others only provided micrographs or movies. In those
cases, data needed to be processed before being suitable for our use case. This processing
was done inside the Scipion framework. Depending on the dataset, movie alignment, CTF
estimation, particle picking and particle extraction steps needed to be carried out to obtain
the desired particles.

To address the fact that the alignment information of the experimental images is not known,
these particles were aligned twice using Relion[16] or Cryosparc[18]. Then, their outputs
were consensuated so that only particles that coincided below a threshold are considered.
This gives some amount of confidence to the estimated alignment of the particles, as two
independent algorithms coincided in the result. Nevertheless, these parameters do not need
to be the ground truth.

Synthetic Data
EMPIAR datasets have one or more atomic models associated to them in the Protein Data
Bank (PDB) archive. The synthetic datasets used to test the algorithm were generated from
those atomic models using the Scipion framework[19]. This process will mimic the behaviour
of the TEMs.

Atomic models describe the the protein structure with atom coordinates. Therefore, the first
step is to render a volume from this model. This can be easily achieved using the xmipp3 -
convert a PDB protocol. Then, this volume is projected from all directions using xmipp3
- create gallery protocol, leading to a set of clean projections of the volume. However,
these projections do not reflect experimental images due to the absence of noise. Therefore,
some amount of Addititive Gaussian White Noise (AGNW) is added to the images through
the xmipp3 - add noise particles protocol to simulate ice particles in the sample. This
noise has zero mean and its standard deviation will be selected in such a way that the SNR
of the image is −10dB. Lastly, a CTF is applied to the images using xmipp3 - simulate
CTF protocol.

In total, 41219 projections will be generated from equally spaced orientations. This ensures
that the algorithm will be tested with all possible orientations of the protein. Additionally,
the particles will be shifted in-plane by a normal distribution of σ = 6px. Therefore, 95% of
the images will contain a shift of less than 12px, which is a reasonably high value. Similarly,
the defocus parameter of the CTF will be uniformly chosen for each particle in the range of
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5000Å to 25000Å (typical CTF defocus values).

Test proteins
EMPIAR-10028
This acquisition is related to the Plasmodium falciparum protein, which is present in the
human malaria parasite[50][51]. The dataset is widely used when testing CryoEM algorithms.
In fact, as of May 2023, it has been cited by 28 publications related to new CryoEM methods.
A visual sample of the particles is displayed in Figure 5.1.

(a) Experimental images (b) Simulated images

Figure 5.1: Visual aspect of EMPIAR-10028 data

Parts of this protein are very flexible. This makes particles difficult to align, as the particles
can not be fitted properly to the entire volume at once. Moreover, the protein is quite large,
requiring particle images to be also large (300px wide).

As stated earlier, alignment algorithms use particles and a volume as the starting point.
Although individual particles are provided in the dataset, these particles were obtained
several years ago. Thus, we preferred to obtain the particles from scratch using modern
methods so that we can take advantage of state-of-the-art algorithms.

After performing the angular assignment consensus between two independent Relion re-
finements, 60210 experimental particles were left with a discrepancy lower than 1◦ in the
angular assignment and 0.5px in the shift assignment. These refinements reached a resolution
of 4.06Å in their final volumes. The reconstructed volume can be observed in Figure 5.2. We
also followed this procedure with Cryosparc (Homogeneous and Non-Uniform refinements)
but we were unable to obtain good results.
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(a) XY (b) XZ (c) YZ

Figure 5.2: Central slices of the reconstructed EMPIAR-10028 experimental dataset

EMPIAR-10061
The EMPIAR-10061 dataset is an acquisition of the β-galactosidase protein[52][53]. Similarly
to the prior dataset, this dataset is also widely used when assessing CryoEM algorithms,
having been cited in 23 publications related to CryoEM algorithms.

The particularity of this dataset is that it hasD2 symmetry. This is important when aligning,
because it reduces the number of possible projection angles. Moreover, each experimental
image can be used to fill multiple planes in Fourier space when reconstructing, which usually
increases SNR and resolution.

Contrary to the previous example, Relion’s refinement introduced some artefacts. Therefore,
Cryosparc’s result was used for reference. The refinement reached a resolution of 2.6Å, which
is close to the theoretical resolution limit imposed by Nyquist for its pixel size. After consen-
suating two independent Cryosparc runs, 39682 particles were kept with a discrepancy lower
than 0.2px in shift assignment and 0.5◦ in angular assignment. The resulting reconstructed
volume can be observed in Figure 5.4.

EMPIAR-10256
This dataset is a TRPV5 with calmodulin bound CryoEM acquisition[54][55]. This protein
is present in the walls of the cells to exchange calcium with the outside. Due to is nature,
the protein is embedded on a membrane, which makes it difficult to align. This is because
the membrane is highly flexible and does not have a fixed pattern across particles. To
make matters worse, the TPRV5 protein has C4 symmetry, but the calmodulin is not bound
symmetrically. Therefore, the ensemble is pseudo-symmetric, producing a set of highly
similar but disctinct views.

The dataset is provided either in the form of aligned particles or micrographs. For our
purposes, the particles were elected as the starting point. These particles were refined using
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(a) Experimental images (b) Simulated images

Figure 5.3: Visual aspect of EMPIAR-10061 data

(a) XY (b) XZ (c) YZ

Figure 5.4: Central slices of the reconstructed EMPIAR-10061 experimental dataset

(a) Experimental images (b) Simulated images

Figure 5.5: Visual aspect of EMPIAR-10256 data
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two runs of Cryosparc’s Non-Uniform refinement. The angles produced by these refinements
were consensuated to obtain 53964 particles with a discrepancy lower than 1◦ in angular
assignment and 0.5px in shift assignment. The refinements reached a resolution 3.21Å on
its last iteration and slices of the reconstructed volume can be observed in Figure 5.6. The
same procedure was used with Relion but the results were worse.

(a) XY (b) XZ (c) YZ

Figure 5.6: Central slices of the reconstructed EMPIAR-10256 experimental dataset

EMPIAR-10391
This dataset refers to a Arabinofuranosyltransferase AftD from Mycobacteria CryoEM ac-
quisition. This protein is responsible of causing the tuberculosis decease, which kills over 1
million people every year[56][57].

Similarly to the previous example, the dataset is distributed either in the form of movies
or a particle stack. As mentioned earlier, the later one suits better our needs, as the input
for the alignment algorithm is a particle stack. Figure 5.7 shows the visual aspect of the
dataset.

The aim of the experiment was to test a drug binding to the protein. Hence, the dataset is
heterogeneous, this is, some particles may originate from the clean protein and some others
may originate from the protein with the drug bound. As the dataset reflects two structures,
two atomic models were fitted into it. Consequently, these particles can be used to test if
the algorithm is able to distinguish discrete 3D classes.

Another peculiarity of this experiment is that the protein is embedded in a membrane. The
membrane structure is highly flexible and does not follow a specific pattern across particles,
making it difficult to align.

Similarly to the prior datasets, two independent Cryosparc refinements were run. Their
angular assignments were consensuated to obtain a estimation of the ground truth values.
At the end 96256 particles were kept. These Cryosparc refinements produced a volume with
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(a) Experimental images (b) Simulated images

Figure 5.7: Visual aspect of EMPIAR-10391 data

a resolution of 2.9Å. Slices of this volume can be viewed in Figure 5.8. The same procedure
was used with Relion but the results were worse.

(a) XY (b) XZ (c) YZ

Figure 5.8: Central slices of the reconstructed EMPIAR-10391 experimental dataset

5.2 Alignment performance
Influence of the Wiener CTF correction
As mentioned in Chapter 4, the approach to tackle the CTF of the experimental images
consists in correcting them with a Wiener filter. The issue of this approach is that not all
frequencies can be recovered due to bad SNR or zero gain at the CTF. Therefore, comparing
those frequencies with the reference image may induce an artificial error. The aim of this
section is to asses how this phenomenon affects the alignment accuracy.
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To do so, several experiments will be carried out. Firstly, simulated images will be aligned
with no CTF being applied to them (only noise). Obviously, experimental images can not be
evaluated without CTF, as this is an artefact of the microscope. In any case, this experiment
will be useful to observe the accuracy loss that can be attributed to the presence of the
CTF. Moreover, the ground truth alignment parameters of the simulated images are known.
Therefore, once the CTF has been applied to them, a reconstruction with these images is
attempted. This gives an insight on the maximum achievable resolution with the simulated
set of images.

In the second trial, experimental images will be clustered by their CTFs, so that the CTF
can be assumed to be constant across all images of a given group. This can not be easily done
with simulated images, as these do not originate from a micrograph. Thus, simulated images
will be left out from this experiment. Once the particles have been clustered according to
their CTFs, each of these image groups can be aligned against a reference set filtered with
the representative CTF of that group. This approach, similar to the one followed by current
refinement packages, will establish the baseline for the alignment accuracy comparison with
CTF.

Lastly, the CTF will be corrected with a Wiener filter, both for experimental and simulated
images. Then, these images will be aligned against a clean set of reference images. This will
give an insight about the alignment quality degradation induced by aligning with Wiener
corrected experimental images.

Earlier, it was stated that most of the alignment information is contained below the resolution
of 8Å. However, this alignment method targets the initial cycles of the refinement loop, where
the reference volume has much less resolution. Therefore, these experiments will be carried
out with a resolution limit of 15Å, so that the algorithm is evaluated on its operational
range. At this resolution, typical CTFs have one or two zero crossings. To ensure that the
alignment errors can be attributed to the usage of the presence of the CTF and the Wiener
filter, no vector compression techniques will be used in these tests.

The tests have proved that using a Wiener filter to correct the CTF of the images does not
pose a significant penalty respect to applying the CTF to the reference images. While it
may introduce notable errors in certain simulated datasets (EMPIAR-10256 and EMPIAR-
10391), the baseline for simulated datasets were images without CTF. As a result, these
errors can not be only attributed to the CTF correction method but also the presence of the
CTF itself. Indeed, the experimental images were assessed against the conventional CTF
correction method. Figures 5.9 and 5.10 show that for experimental datasets, the angle and
shift assignment error increase induced by the Wiener CTF correction is around 8%.

It can be noted that the angular assignment error for EMPIAR-10256 is considerably higher
than the rest. This is because the calumnium bound to the TPRV5 protein exhibits mis-
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matched symmetry. This means that there is a predominant symmetry which is not followed
across all the regions of the protein. In this case, the TPRV5 protein has C4 symmetry but
the calumnium is bound off-centred, breaking ensemble’s symmetry. As a consequence, it is
not easy to distinguish between symmetrical views of the TPRV5. This angular error will
be a trend for the rest of the tests conducted with this dataset.
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(b) Experimental images

Figure 5.9: Angle accuracy for different compression methods

Regarding the reconstruction resolution of the particles, the results are even better than
the previous ones. Comparatively, the resolution degradation associated to the introduction
of the Wiener filter is around 3% for experimental images. Furthermore, the high angle
assignment errors of the EMPIAR-10256 do not correlate with a loss in resolution, as the
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Figure 5.10: Shift accuracy for different compression methods
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resolution obtained for this dataset is similar to the one obtained for the rest. This is because
the incorrectly assigned views are still highly compatible with the reconstructed volume.
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(b) Experimental images

Figure 5.11: Reconstruction resolution for different compression methods

Influence of the vector compression
One of the key innovations of this algorithm is that it performs efficient vector searches using
vector compression techniques. The aim of this section is to assess the effectiveness of such
compression and evaluate its influence on the quality of the results.

Several compression techniques will be considered in order to select the best compromise
between speed and accuracy. Similarly to the previous experiments, the tests will be car-
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ried out with a resolution limit of 15Å. For reference, an alignment without any vector
compression will also be considered. The raw input vectors have on average around 1300
components, which require 5200B to be stored in 32 bit floating point format.

The first evaluated compression technique will be a PCA. As stated in Chapter 4, this
compression technique reduces the dimensionality though a linear projection in such a way
that most of the signal energy is kept. In this case, input vectors will be reduced to 128 and
64 components, leading to an approximate compression rate of x10 and x20, respectively.
These vectors will have a constant storage cost of 512B and 256B. Additionally the PCA
projection matrix needs to be stored, which has a inappreciable size when a large quantity
of vectors is used.

Secondly, the IVF-PQ vector compression technique described in Chapter 4 will be tested.
In this case, each block of the vector will be quantised into 256 cells, so that a single byte
can be used to represent it. The vector will be divided either in 48 or 32 blocks, so that 48B
or 32B are needed to store it. In this case, the compression ratios are in the order of x100.

The Figure 5.12 illustrates the storage costs for each of the vector compression techniques.
Compressed vectors have a size that is agnostic of the dataset. However, the size of the raw
vector depends on the image size and its sampling rate. Therefore, the plot shows bars for
each of the datasets, although only the first bar varies across acquisitions. Note that the
vertical axis of the graph is logarithmic, suggesting that there is an order of magnitude of
difference between not using any compression, using PCA compression and using IVF-PQ
compression.
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Figure 5.12: Vector storage size comparison between vector compression techniques
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Accuracy
Regarding the empirical results, we have been able to measure some degree of accuracy
degradation directly related to vector compression. In general, there is correlation between
the accuracy loss and the compression ratio employed for storing the vectors. However,
the relation is not linear, as the compression ratio raises by orders of magnitude while the
decrease in precision is slight. Moreover, the performance increase is considerable.

Figures 5.13 and 5.14 point out that in the case of experimental images, the this degradation
is considerably lesser. On average the results of PCA-64 compression are worse than the
results of of IVF-PQ compression techniques, which offers a higher compression ratio. In any
case, results with simulated images have a more pronounced influence of the compression.
Once again, the bad results obtained with EMPIAR-10256 make the average results very
bad.

When employing these particles to reconstruct a new volume, the resolutions obtained are
shown in Figure 5.15. It can be observed that simulated images produce similar reconstruc-
tion resolutions, regardless of the compression method used, but accuracy significantly varies
across compression methods. This suggests that the alignment errors of these datasets are
induced by very similar views of the volume, as the reconstruction resolution is not affected.
Concerning the experimental images, the alignment errors measured earlier correlate with
lower reconstruction resolutions.

Performance
The compression ratio is also highly correlated with the alignment time. Higher compression
ratios involve faster memory access times and also quicker distance computations. Thus,
the alignment times with vector compression are considerably faster. In this analysis we
have distinguished two parts regarding the alignment times. The first one is related to the
constant part, which is related to the database training and population processes. This time
remains invariant regardless of the number of particles to be aligned. The second part is
the time spent on the alignment process itself. This time scales linearly with the number of
particles, thus, its measurement is provided as the time per particle (the slope of the linear
relationship).

Figure 5.16 proves that the training process required for compression is amortized from the
first particle, since the saved time in populating the database compensates this additional
step. In any case, the differences in time related to different compression techniques are very
subtle. When aligning reasonable amounts of particles, these differences are negligible.

The time required to align individual particles is represented in Figure 5.17, which can be
interpreted as the slope of the function representing the total alignment time in terms of
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Figure 5.13: Angle accuracy for different vector compression methods
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Figure 5.14: Shift accuracy for different vector compression methods
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Figure 5.15: Reconstruction resolution for different vector compression methods
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Figure 5.16: Constant time (Training + Populate) for different vector compression methods

the particle count. It is important to note that this graph has vertical logarithmic spacing.
Consequently, even slight variations in the graph can result in significant time savings. Con-
sidering the significance of this factor for datasets of practical sizes, these numbers serve as
the basis for drawing conclusions regarding vector compression techniques.
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Figure 5.17: Alignment time for different vector compression methods

On average, the usage on any compression method significantly reduces the alignment time.
This is specially true for IVF-PQ technique, which obtains a x10 speedup in comparison to
the uncompressed vectors. Indeed there is no speedup when varying the number of bytes
used with IVF-PQ, so the 48B version should be preferred, as it offers better accuracy results.
Similarly, PCA64 provides similar accuracy results but it is slower. As a consequence, PCA64
and IVF-PQ32 compression techniques can be safely dismissed. At the end we have chosen
to use the IVF-PQ48 technique, as it is more than twice as fast as the PCA128 option at a
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slight accuracy cost. Later we will explore options to trade back this performance gain with
better accuracy results.

Influence of the cutoff frequency
Most of the state-of-the art image alignment algorithms compare images only considering
low-frequency features of the images. It is widely accepted that information beyond 8Å of
resolution is not relevant for the alignment of CryoEM images. In spite of this, all prior
tests were done with a resolution limit of 15Å, as this is closer to the operating range of the
algorithm. The aim of this section is to explore how the algorithm behaves across different
resolution limits, either below and above the previously considered limit.

Accuracy
Figures 5.18, 5.19 and 5.20 show that beyond a resolution limit of 12Å, the alignment
accuracy and reconstruction resolution stop improving. This turning point is consistent
across all four datasets. However, the actual accuracy value of both angular and shift
measurements varies depending on the dataset, likely due to different noise levels.

Curiously, for simulated images the large angular error induced by missmatched symmetry of
the EMPIAR-10256 dataset disappears at this resolution limit. However, this effect cannot
be observed for experimental images, as it plateaus at a very high alignment error.

Performance
In contrast to the prior results, the computational cost of the alignment increases rapidly
as the resolution limit increases. This is primarily because higher resolution limits involve
more reference images. Indeed, we have estimated that the reference count increases with
the power of five as the resolution increases.

Considering prior measurements, it is important to spare on the resolution limit, as it heavily
affects performance but does not provide result improvements beyond a 12Å. In any case,
we are researching ways to get closer to the theoretical 8Å limit in a practical way, so that
we can obtain better results.

Alignment consensus
In Chapter 4 we described that we can leverage the increased performance of the alignment
algorithm to improve its accuracy by consenting the outputs of multiple runs. In this section
we would like to analyze the results of this technique. To do so, we have tried repeating the
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Figure 5.18: Angle accuracy in terms of the alignment resolution limit



70 5 Results

0,02 0,04 0,06 0,08 0,1 0,12 0,14 0,16 0,18
0

0,5

1

1,5

2

2,5

3

3,5

4

4,5

EMPIAR-10028

EMPIAR-10061

EMPIAR-10256

EMPIAR-10391

Average

Resolution limit [1/A]

E
rr

or
 [p

x]

(a) Simulated images

0,02 0,04 0,06 0,08 0,1 0,12 0,14 0,16 0,18
0

1

2

3

4

5

6

7

8

EMPIAR-10028

EMPIAR-10061

EMPIAR-10256

EMPIAR-10391

Average

Resolution limit [1/A]

E
rr

or
 [p

x]

(b) Experimental images

Figure 5.19: Shift accuracy in terms of the alignment resolution limit
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Figure 5.20: Reconstruction resolution in terms of the alignment resolution limit
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Figure 5.21: Constant time (Training + Populate) in terms of the alignment resolution limit
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Figure 5.22: Alignment time in terms of the alignment resolution limit

alignment multiple times with slightly different galleries. We expect that good particles pro-
duce nearby results consistently, whilst bad particles produce random alignment parameters.
Consequently as the number of repetitions increases, the confidence level of the alignment
result also increases. The philosophy behind the consensus is that we prefer to use a few
images that we have complete confidence in, rather than numerous images that lack our
trust.

Regarding the particles that pass this consensus, the drop rate is not very large, meaning that
most alignment results are consistent. The only exception to this rule is the EMPIAR-10256
dataset, which only preserves around 60% of images after consensus. This is an expected
result, as views separated by 90◦ around the symmetry axis tend to be very similar. Thus,
at this resolution-limit, assignments are practically random, leading to a lack of consensus.
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Preserved particles are either top views, side views with clear differences or side views where
all assignments coincided by chance.
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Figure 5.23: Particle dropout ratio for different alignment repetitions

As shown in Figures 5.24 and 5.25, this consensus has a measurable positive outcome on the
accuracy of the angle and shift assignments. The most significant improvement is obtained
when only 3 repetitions are performed. Further repetitions still help to improve on the
results, but accuracy increases are not as significant. Consequently, this technique helps to
raise awareness of potential misalignment issues and enhances confidence in the obtained
result.

This increased accuracy in alignment results do not always imply an improvement of the
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Figure 5.24: Angle accuracy for different alignment repetitions
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Figure 5.25: Shift accuracy for different alignment repetitions
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reconstruction resolution. Indeed, Figure 5.26 shows that in some cases this reduction in
the number of particles has a negative effect on the resolution. As described earlier, the
alignment errors do not have to be correlated with reconstruction errors, as more often than
not, there are many highly compatible views, specially at low resolution. Thus, if a particle
“jumps” across several compatible views, we decide that its pose is not conclusive; in spite
of the map resolution increase that would involve using it.
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Figure 5.26: Reconstruction resolution for different alignment repetitions

Even though the angular consensus does not consistently help to increase the resolution of
the reconstructed volume, it provides truthful alignment information to the posterior local
alignment. These local alignments are heavily biased by the prior information. Thus, the
starting point conditions the capability of local searches to find a global minima. Therefore,
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providing them with a reliable initial solution increases the odds of it reaching a local minima
or at least reaching a deeper minima. This in turn will help to produce a final volume with
a higher resolution.

3D classification
Earlier it was stated that the EMPIAR 10391 dataset exhibits conformational heterogene-
ity. This means that not all particles come from the same structure. In such cases, the
alignment is performed against multiple reference volumes, so that for each particle not only
the projection parameters are determined but also the volume that it originated from. In
this section, we have used the experimental data of the EMPIAR-10391 dataset to test the
effectiveness of our alignment algorithm to separate heterogeneous particles.

We have tested out algorithm using a resolution limit of 15Å and Wiener CTF correction.
The results shown in Figure 5.27 proof that the algorithm is able classify particles belonging
to the second class, but it messes with the first class (the one without the drug attached),
practically assigning images by chance to it. Although these results may not be promis-
ing, when compared to a Cryosparc refinement run with the same input data and default
parameters, the results are better with our algorithm.

The former results can be potentially improved by performing the classification focusing on
ROI defined around the area where the binding appears. This ROI is usually applied by
masking the current volumes with a mask designed to leave that region.
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Figure 5.27: Comparison of 3D classifications of the EMPIAR-10391 dataset using Cryosparc
and Swiftres



6. Conclusions

In this project, we have developed a CryoEM image algorithm that incorporates vector
compression techniques to enhance the analysis of CryoEM images. Our research reveals that
the algorithm yields excellent results for low-resolution targets, demonstrating its potential
for improving throughput in CryoEM image processing. In spite of this, we observed a
decrease in accuracy when applying the algorithm to higher-resolution targets.

The implementation of vector compression allowed for a significant reduction in data storage
requirements with little accuracy compromises overall. The compressed vectors retained
sufficient information and enabled efficient processing, making them well-suited for low-
resolution alignments. This reduction in data size facilitated faster computations and enabled
to store larger databases in memory.

Moreover, we have observed that the algorithm is able to resolve 3D heterogeneity even in
difficult cases. Similarly, the alignment consensus is able to discard particles with unsure
alignments from reconstruction. This allows to keep only images that we are sure about and
provide the next steps with high quality alignment estimates.

Despite the positive outcomes observed for low-resolution targets, we observed some lim-
itations in accuracy when requiring higher-resolution targets. The compression algorithm
could not reliably retain high-frequency components of the images. Consequently, the results
exhibited a plateau in which the accuracy does not increase regardless of the resolution limit
used.

To address this challenge and improve the accuracy for higher-resolution targets, further re-
search and development is required. Potential avenues for future exploration include the re-
placement of the Wiener filter, more effective compression algorithms and the use of weighted
comparisons. These solutions will be described in depth in the future work chapter.

Nevertheless, the resolution range limitation does not limit the usage of the algorithm.
Typical refinements involve iterative improving the current volume. This algorithm allows
to accelerate the first few iterations of this cycle, which do not involve high resolution limits.
Indeed, these first iterations are usually quite expensive since they must be global alignments.
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Thanks to the alignment consensus, the posterior local alignments will be provided with a
very good starting point, reducing the odds of falling into local minimas.

As a consequence, the presented algorithm and its results hold promise for advancing Cry-
oEM and SPA fields. The successful application of vector compression in image alignment,
particularly for low-resolution targets, opens up opportunities for more efficient and faster
processing of CryoEM acquisitions.



7. Future work

We have observed that our implementation offers exceptional performance in low resolution
alignments but struggles to offer superior results for higher resolutions. We would like to
focus our future work enhancing the alignment algorithm so that it can offer matchless
performance both for low and high resolutions. To do so, we have a couple of ideas that
could help to improve the effectiveness at high resolution. Many of the ideas have been
already implemented, but still require extensive testing to be conclusive on their results.
Additionally, other use cases within the CryoEM context should be explored.

7.1 Weighted distances
The alignment algorithms offers the possibility to compute distances based on some weighting
scheme. Other refinement algorithms such as Relion and Cryosparc use a MLE approach
which weights each Fourier coefficient with the inverse of the measured noise power (σ−2)
for that frequency component.

Even though the weighting is already implemented in the alignment algorithm, we have not
been able to determine a proper weighting scheme which improves on the results. Aside
from the previously mentioned (σ−2

N ) approach, we have also tried using the SNR as a weight
source (which also uses the σ2

N term in the denominator). The main issue related to them is
that we are not able to obtain a reliable estimation of the noise SSNR. Thus, there is some
work to be done regarding the determination of the noise model of the dataset and testing
the alignment algorithm using weights deduced from this noise model.

7.2 Replacement of the Wiener filter for high
resolution

In Chapter 5 we empirically demonstrated that Wiener deconvolution of the CTF is an
effective way to tackle the CTF when aligning particles. However, those tests were conducted
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at low resolution (15Å). Indeed, the CTF has increasingly more zeros in high frequency.
These zeros induce a systematic error on the distance metric, suggesting that this may be
one of the causes of problems for high resolution alignments.

Nevertheless, the alignment program offers the possibility of applying the CTF to the refer-
ence gallery (instead of correcting it on the experimental images). Although some tests were
carried out at high resolution using this alternative approach, the results were not conclusive.
Hence, further testing is required to establish a proper approach for tackling the CTF with
high resolution alignments. Moreover, this should be done once a reliable weighting scheme
has been deduced.

7.3 Local searches
The vector compression techniques described in Chapter 4 can realiably compress a dataset
of a couple of million of vectors. In spite of this, the reference dataset size grows rapidly
as the resolution increases. Thus, for high resolution alignments the vector quantisation
techniques impose a restriction. A possible solution to this issue is to reduce the reference
dataset size by performing local alignments.

Assuming that prior information about the alignment of the experimental particles is known,
we can reduce our search space to a reduced range around the prior alignment parameters.
A first approach to do so would involve only generating in-plane transformations of the
reference images in a limited range. Then, each experimental image would be oriented and
centred according to its prior alignment information.

Nevertheless, local alignments need to be taken with care. As its name suggests, it searches
for local minimas, not global ones. Hence, if the prior information is in a “valley” that
leads to a local minima, then the algorithm will not be able to find the global minima. A
practical example of this issue would be the EMPIAR-10256 dataset explored in Chapter
5. We observed that at low resolution we are not able to distinguish among the pseudo-
symmetrical views of the protein. Hence, if this information were provided as the starting
point for a local alignment, this algorithm would not be able to “escape” those incorrectly
assigned pseudo-symmetrical views.

7.4 Applications of the image alignment
algorithm

The importance of the image alignment in CryoEM image processing has been a lemma in this
document. Indeed, image alignment is used in many steps of a typical SPA workflow, such as
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the 2D classification, ab-initio volume reconstruction, 3D refinement and 3D classification.
In this work we have employed the later two use cases as a playground for our tests. Once
alignment algorithm has been perfected, we would like expand its applications to other
domains.

Current ab-initio algorithms work by frequently aligning and reconstructing with small
batches of the dataset. This means that the reference gallery changes very often, making
our alignment algorithm less suitable for this application.

However, the 2D classification problem is a perfect target for our alignment algorithm. These
algorithms are very similar to the 3D refinement but instead of using projections of the
current volume as the reference gallery, it uses particle averages. Then all the experimental
particles are aligned to these averages, and used for updating them.

Another promising use case of this alignment algoritm is Sub-Tomogram Averaging (STA).
This would diversify the applications of the algorithm towards the emerging field of CryoET.
In essence, CryoET is very similar to CryoEM, but instead of acquiring each spot of the
sample grid one, it is acquired reputedly with a varying tilt angle. This has the advantage
that it allows directly reconstructing a volume without guessing the angles (as the tilt angles
are known). However, the exposure of each tilt angle is considerably low, so the SNR of the
images is worse. Additionally, not all possible tilt angles are acquired, producing a missing
wedge in Fourier space.

To solve these issues, the STA technique is used, where repetitions of a given structure in the
tomogram are aligned and averaged to enhance SNR and resolution. In essence, this problem
can be seen as the analogy of the 2D classification for 3 dimensional images (volumes).

The STA problem can be approached from a 3D particle alignment point of view. The 3D
alignment is a problem that we have solved for performing 3D refinements. As described
earlier, the 3D alignment consists in projecting the current volume from all possible directions
to form a reference gallery. Then each experimental image is searched across all the images
of this gallery to find a best match. In the case of STA, we would use the projections of
each subtomogram (that do not involve the missing wedge) for this alignment. Once all the
projections have been angular assigned, we could combine their 3D alignment information
alongside the projection restrictions to obtain the alignment of the subtomogram itself.
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A. Social, economic,
environmental, ethical and

professional impacts

A.1 Introduction
This work focuses on accelerating a core problem in the context of CryoEM, which is a
very powerful tool for structural biologists to research proteins and their interactions. This
information is very valuable for discovering new drugs and vaccines, which in turn enhance
the quality of life of the citizens.

Due to the direct relation between the project and the pharmaceutical and biotechnology
industry, it is necessary to analyse all the possible ethical social, economic and environmental
impacts of the project. The aim of this section is to go over each of these aspects and describe
how this algorithm could have an influence on them.

A.2 Description of impacts related to the
project

Social impacts
The social impacts of this development are primarily related to science. Research groups
may be influenced by this project in the ways stated hereafter.

As mentioned earlier, this algorithm is used in CryoEM image processing, which is a tool used
in the research process of new drugs and vaccines. Therefore, enhancing the throughput of
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the algorithm can reduce the development time of drugs and vaccines. When these medicines
reach the market, they improve on the quality of life and longevity of humans.

Additionally, this development, in the same way as the rest of the Scipion and Xmipp
framework, is FOSS. This means that anyone can copy, modify and redistribute the source
code. As emphasised by the lemma “Open software accelerates science”, this directly helps
other developers to improve on the state of the art, as they can continue to work on top of
an existing and accessible scaffolding.

Environmental impacts
One of the key focuses of this algorithm is the performance improvement related to the
image alignment process. Image alignment is a core problem in CryoEM image processing,
so a lot of computation time is spent on running this kind of algorithms. Consequently, any
performance improvements lead to a more efficient use of computational resources, drastically
decreasing the electrical power consumption.

Economic impacts
As a consequence of the previous points, this project poses an economic impact for research
facilities. Firstly, the fact that this project is being developed as a FOSS implies that its
usage is free of charge. Secondly, the reduction in power consumption has a direct effect on
the power bill. Therefore, this two facts will reduce the operational costs of some research
groups.

A.3 Conclusions
To sum up, this project benefits the scientific community in many aspects. Firstly, it may
help to reduce development time for drugs and vaccines. Moreover it can have a positive
environmental and economic impact by reducing the power consumption associated to the
image processing pipeline.



B. Economic budget

This project is estimated to last a semester. During this period, a full-time engineer will be
hired to carry out all the software development. The estimated cost associated to this posi-
tion is 30e/hour, taxes included. Considering that during the span of 6 months 37.5h/week
of labour will be dedicated to the project, the engineer will work a total of 900h.

The development of the project will be carried out on a laptop for convenience. This laptop
must have enough computational power to run small tests, but the intensive testing will be
carried out in a high-end workstation. An amortisation time of 3 years was considered for
these electronic devices. Additionally, the developer will be benefited from a paid subscrip-
tion to GitHub Pro. All these expenses make up for the material resources listed in Table
B.1. These prices were accounted with the Value Added Tax (VAT) excluded, as this is
accounted separately for the entire project.

This work will take place inside CNB-CSIC facilities. This research centre not only provides
office space for the worker, but it also provides a data centre with adequate cooling and
power management for our computing equipment. These costs were accounted as indirect
costs, which are 15% of the direct costs. CNB-CSIC is a non-profit organisation. Thus, no
industrial benefit will be applied to the budget.

Finally, according to the Spanish economic framework, a 21% VAT tax was applied to
the subtotal. At the end, the budget for this project totals THIRTY-NINE THOU-
SAND SIX HUNDRED NINETY AND TWENTY-ONE HUNDREDTHS EU-
ROS (39690.21e)



94 B Economic budget

Labour (direct cost)
Position Hours Cost/hour Cost
Engineer 900 30.00 € 27,000.00 €
Total 27,000.00 €

Material resources (direct cost)
Item Purchase prize Usage time Amortization time Cost
Dell Precision 7960 Tower Workstation 5,997.87 € 6 months 36 months 999.65 €
Dell P2415Q Monitor 380.12 € 6 months 36 months 63.35 €
MSI Stealth GS66 Laptop 2,617.96 € 6 months 36 months 436.33 €
Github Pro monthly subscription 4.00 € 6 months 1 months 24.00 €
Total 1,523.33 €

Total direct costs 28,523.33 €
Indirect costs 4,278.50 €
Budget subtotal 32,801.82 €

VAT 6,888.38 €

Total budget 39,690.21 €

15 %

21 %

Table B.1: Budget
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