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ABSTRACT

3D Electron Microscopy aims at the reconstruction of
density volumes corresponding to the mass distribution
of macromolecules imaged with an electron microscope.
There are many factors limiting the resolution achievable
when this technique is applied to biomolecules: microscope
transfer function, molecule flexibility, lack of projections
from certain directions, unknown angular distribution,
image noise, etc. In this communication we propose the
use of a priori information such as particle symmetry,
occupied volume, known surface, density nonnegativity
and similarity to a known volume in order to improve the
quality of the reconstruction. When a series expansion
of the reconstructed volume is done, all these constraints
are expressed as a set of equations which the expansion
coefficients must satisfy. In this work, this equation set is
specified and the effect of each one on the reconstruction of
a realistic phantom is explored.

1. INTRODUCTION

3D Electron Microscopy is a powerful technique for struc-
tural studies of biological macromolecules due to the wide
range of specimens that can be addressed, as well as the
increasing resolutions achieved currently (50S and 70S
subunits of E. Coli’s ribosome at 7.5Å [1] and 11.5Å [2]
respectively, Semliki Forest virus’ capsid at 9Å[3], and
GroEL at 11.5Å[4]). However, these high-resolution stud-
ies usually need a large number of projection images. In
this work, we propose the incorporation of a priori in-
formation into the reconstruction process in a non-linear
and adaptative way. This kind of a priori constraints are
easily expressed in real space, and thus our reconstruction
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algorithm, ART+blobs [5], is specially suitable for dealing
with them.

2. MATERIALS AND METHODS

ART with blobs is a series-expansion algorithm which as-
sume that a volume f

�
r � can be expressed as a linear com-

bination of a set of basis funtions b
�
r � properly placed in

the space. For this work spherically symmetric functions
termed blobs [6] are used as basis functions.

f
�
r � � ∑

i
xi � b

�
r � ri �

Both, the blobs shape and their spatial distribution are fixed
and the unknows are the coefficients xi. These coefficients
xi are related to the experimental data (projections) by the
equation:

p 	ω 
 ψ � P	ω 
 ψ � x (1)

where �ω specifies the projection direction, ψ is the in-plane
rotation, p 	ω 
 ψ is a vector formed by all the pixel values of
the experimental projection in the direction �ω  ψ, P	ω 
 ψ is the
projection matrix for the reconstructed volume and x is the
vector of all blob coefficients.

When available, other constraints different from the pro-
jection information can be imposed on the blob coefficients.
Particularly, if we know the value of the function, v j, at cer-
tain points, r j � KV , then we could state the following equa-
tion for every point at the set KV

∑
i

xib
�
r j � ri � � v j (2)

or in matrix form
V � x � v (3)

where v is a vector with all known values and the element
v ji of the matrix V expresses the value of the blob with unit
weight centered in ri at the position r j, i.e., this is the ma-
trix converting a blob volume into a voxel one. Expression
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3 poses a new equation set, called volumetric constraints,
that the reconstructed volume must satisfy. This equation
set is also solved using ART after each single projection is
presented to the reconstruction algorithm.

Symmetry

If a particle is symmetric then given any projection, auto-
matically many other projections are also known as they
should be exactly the same as the given one. Thus, a simple
way of introducing symmetry is by presenting all the auto-
matically generated projections to the reconstruction algo-
rithm. It can be seen that the volumetric constraints are not
needed to impose this constraint.

Known surface

There exist experimental microscopy techniques producing
the image of the surface of a protein such as Metal Shadow-
ing [7] or the Atomic Force Microscopy [8]. Furthermore,
nonlinear image processing methods like thresholding, seg-
mentation, and mathematical morphology can provide an
approximation of the reconstruction volume. The informa-
tion carried by such constraints force the reconstruction to
be zero valued outside the known surface. Nothing is said
about the density values inside the volume. This is modeled
as a zero valued vector v

�
0 at the positions determined

to be exterior to the surface KS. With these definitions the
volumetric constraints can be applied.

Density nonnegativity

In principle, the reconstructed volume corresponds to the
mass density estimation of the protein under study. If a good
normalization procedure is applied to the projection images,
it can be guaranteed that the volume density at all points
should be nonnegative. However, since a large amount of
noise is present in the projection images it may turn out
that certain positions within the volume have negative val-
ues. As this cannot be the case after the normalization, all
those points with negative values are forced to be at least
zero. This results in a set of known values v

�
0 for cer-

tain positions KDN. The selection of known values is done
on a nonlinear basis. Notice that the set KDN changes from
iteration to iteration since the points with negative values
usually change. In this sense this constraint is adaptive and
nonlinear.

Occupied volume

Experimentalists can determine the molecular weight of the
complex under study via biochemical experiments or some
estimation based on the protein aminoacid sequence. This
weight can easily be translated into an estimated number

of voxels that the reconstructed volume should occupy. In
fact, this is the most used criterion for segmenting recon-
structions in the field: this number of voxels determines a
density threshold used for segmentation. If projections have
been properly normalized, a similar reasoning to that for the
density nonnegativity can be used and all values below that
threshold KOV could be set to zero. This is again a nonlinear
and adaptive constraint.

Similarity to a known volume

It is known that the reconstruction algorithm based on ART
tends to minimize the least squares distance between the it-
erative solution at each stage and the initial one [9]. Usually
a zero valued initial volume is provided as starting point
to the iterative algorithm expressing the uncertainty about
the correct reconstructed volume and trying to minimize the
variance of the resulting reconstruction, with the intention
of minimizing the noise. However, there are many situations
where a good enough reconstruction is available, which can
be used as starting point for the iterations. The volumetric
constraints can be used alone to convert volumes expressed
in voxels to blobs. Now, v stands for all values in the initial
solution and KV is the support where this solution is defined.

3. RESULTS

To test the efficacy of the proposed constraints 500 projec-
tion images were simulated from an atomic model of bacte-
riorhodopsin [10] (see Figure 1 left). The collection geome-
try simulates that obtained in random conical tilt [11, Chap.
5]. A signal to noise ratio of 1/3 was simulated. Figure 1
shows an isosurface rendering accounting for 100% of the
mass of the outputs for the reconstruction without and with
all the constraints. Figure 2 represent some central slices of
the phantom and the two reconstructions. The reconstructed
volumes have not been filtered, symmetrized nor masked to
better show the amount of noise present, and for this reason
the resolution achieved in each case is so low.

Figure 3 represents the achieved resolution (measured
with Fourier Shell Correlation [11, Chap. 5]) when every
constraint is applied separately, when none is applied and
when all are applied at the same time. In this last case, the
resolution increases from 83Å or 52Å to 44Å.

4. DISCUSSION

The experiment carried out shows that the constraints
imposed nearly double the resolution achieved when no
postprocessing is performed and that these constraints
can supply enough information to recover information at
frequencies that were greatly attenuated. There is a dip
in the Fourier Shell Correlation of the raw reconstruction
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Fig. 1. Isosurface containing 100% of the bacteriorhodopsin mass for the atomic phantom (left), the reconstruction performed
with ART+blobs without constraints (middle), and the reconstruction performed with ART+blobs with constraints (right).

Fig. 3. Fourier Shell Correlation (FSC) for the reconstructions compared with the bacteriorhodopsin phantom when the
different constraints are applied. Constraints are ordered in the legend according to their ability to increase the resolution.
The FSC for the cases when all and none of the constraints are applied are in bold.

(the one done without constraints) that is mantained in the
reconstructions with symmetry, the macromolecule surface
or when an initial solution is provided and does not appear
in reconstructions with nonnegativity or the occupied vol-
ume. This implies that the nonlinearity of the latter two
constraints is able to supply the right information at the
affected frequencies.

The different constraints supply different amounts of in-
formation. It seems that the least informative is symmetry.
A possible explanation for this is that the symmetry element
(a rotational axis) is aligned with the missing cone gener-
ated by the random conical tilt geometry, and for this rea-
son the automatically generated projections are not adding
information to what had already been measured.

The next least informative is the constraint providing an
initial point to the reconstruction algorithm. In this work,
the reconstruction produced without constraints has been
used as initial guess. Thus, the effect shown is as the one

of iterating twice on the projection set. Nevertheless, dis-
regarding the origin of the initial solution, it is clear that a
good approximation to the problem solution helps the itera-
tive algorithm to find a better reconstruction.

The next more informative constraints are the occupied
volume and the nonnegativity of the reconstructed densi-
ties. These two nonlinear constraints are similar in per-
formance, although nonnegativity seems to be a little bit
stronger. Their nonlinear nature seems to be able to enhance
information that was greatly attenuated as is the case of the
dip observed around 70Å in the Fourier Shell Correlation
(see Figure 3).

The macromolecular surface is a powerful constraint as
it gives much information regarding the complex boundary.
In this work the exact molecular surface has been provided
since the protein is absolutely known. There are experimen-
tal techniques [7, 8] which provide the surface of a macro-
molecular complex with a high accuracy. The resolution
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Fig. 2. Sample slices of the bacteriorhodopsin phantom (top
row), the reconstruction without constraints (middle row)
and the reconstruction with constraints (bottom row).

achieved by the reconstruction with only the surface con-
straint is the highest one although in general it is not the best
reconstruction, as is shown by the rest of the FSC curve.

When all constraints are applied at the same time, a kind
of consensus among them all is produced. Although the
FSC in this case is not the highest one at all frequencies, it
can be regarded as the best one as a whole.

5. CONCLUSION

We have extended the ART+blobs reconstruction algorithm
to include volumetric constraints such as symemtry, occu-
pied volume, known surface, density nonnegativity and sim-
ilarity to a known volume. While they all have shown to be
informative, the nonlinear constraints appear to be specially
powerful. The combination of all the constraints greatly im-
proves the resolution achieved.

6. REFERENCES

[1] F. Mueller, I. Sommer, P. Baranov, R. Matadeen,
M. Stoldt, J. Wohnert, M. Gorlach, M. van Heel, and
R. Brimacombe, “The 3D arrangement of the 23 S
and 5 S rRNA in the Escherichia coli 50 S ribosomal
subunit based on a cryo-electron microscopic recon-
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