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Outlier detection for single particle analysis in
Electron Microscopy
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Otón1, V. Abrishami1, I. Foche1, R. Marabini3, G. Caffarena2, and J.M

Carazo1

1 Biocomputing Unit, National Center of Biotechnology, CSIC. 28049 Madrid, Spain.
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2 Bioengineering Laboratory, Univ. CEU-San Pablo. 28668 Madrid, Spain.
3 Escuela Politecnica Superior, Univ. Autonoma de Madrid. 28049 Madrid, Spain.

Abstract. Electron Microscopy (EM) of macromolecular structures us-
ing a single particle approach normally involves a two-dimensional (2D)
classification step as a exploratory data analysis in which conformational
changes, contaminants, or damaged particles may be identified. This step
is nowadays even more important as automatic acquisition procedures
are routinely employed and hundreds of thousands or millions of images
can be acquired at the electron microscope. Automatic particle picking
algorithms have a non-negligible false positive rate (wrongly selected par-
ticles), and many times they unadvertedly pass through the 2D classifi-
cation, thus contaminating the dataset employed for 3D reconstruction.
In this article we present an algorithm to reduce the number of these
contaminating images, generally referred to as outliers.

Keywords: Single particle analysis, 2D classification, outlier detection, one-
class classification

1 Introduction

Electron Microscopy of single particles has become a valuable tool to visualize
macromolecular structures at medium-high resolution. Currently, an increasingly
high number of structures have reached a resolution level below 4Å [1–4]. This
high resolution is achieved by combining a large number of homogeneous parti-
cles [5] and correcting for the aberrations introduced by the microscope. There
have already been structural studies involving over 2 million particles [6]. This
huge number of images has been possible thanks to the automation of micro-
graph acquisition [7–9] and particle picking [10,11]. Among other factors, the key
to high resolution EM is the selection of a set of projection images as homoge-
neous as possible. This is done by fine tuning the biochemical purification of the
complex being studied, by fixing as much as possible its conformational state,
and by guaranteeing the homogeneity of acquisition conditions. If automatic par-
ticle selection algorithms are employed, an increasingly more frequent situation
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2 C.O.S. Sorzano et al

in current structural studies, they may spoil all the special care dedicated to
sample production, preparation and acquisition. However, manual selection of
this huge amount of particles is totally unfeasible. For this reason, several im-
age processing algorithms are starting to appear with the aim of mitigating this
problem [12–15]. They are normally based in identifying outliers assuming that
the majority of particles are correctly selected. All these algorithms are based
on extracting a number of features on the particles, and then using a classifica-
tion rule to distinguish between good and bad particles. Norousi et al. [12] use
a classifier trained with examples of particles and non-particles. Their feature
vector is rotationally invariant but it might be very much dependent on having
selected the right particle center, which may not always be the case after particle
picking. Their algorithm is also very much dependent on the set of non-particles
selected for training. They must be representative of the kind of non-particles
found among the chosen particles so that wrongly picked particles can be effec-
tively identified. Langlois et al. [15] also use a Principal Component Analysis
(PCA) projection of either the whole set of images or their bispectrum as a way
of constructing a shift invariant feature. They handle rotations by introducing
several rotated versions of each image. Interestingly, they introduce the concept
of one-class classification, which is simply a threshold on the value of the pro-
jection of each image onto a 1-dimensional PCA subspace. Vargas et al. [14] has
a rotationally and translationally invariant feature vector. The classification is
performed by considering the whole set of picked particles, projecting them onto
a low-dimensional space (computed by PCA), and calculating the Mahalanobis
distance to the cloud centroid. The classification is then performed by setting a
threshold on this distance so that images beyond a certain distance are classified
as non-particles. Although designed with denoising purposes, [16] also designed
a scheme in which a rotational invariant set of features are projected onto a PCA
subspace. the work of Moriya et al. [13] is also addressing the problem of how to
discard bad images. Their idea is to perform a 2D classification and discard all
those images assigned to classes that do not converge to a stable centroid. They
discard up to 50% of the input images.

All these classification schemes are hampered by the fact that the input
dataset (the whole set of selected images) is too heterogeneous and, consequently,
the feature vector has to deal with very different features and the PCA projects
onto a linear subspace a too wide set of points. In this article, we propose to
apply a similar classification strategy (identifying multivariate outliers in a low-
dimensional subspace), but in a much more homogeneous environment, namely,
the subset of images assigned to a 2D class during a 2D classification process.
Ideally, all images assigned to a 2D class should be identical. In practice, a
homogeneous class has a small variation around its centroid (what we call the
class core), and outliers can be identified through their Mahalanobis distance
to the centroid. In this regard, the approach is similar to that of Langlois et
al. [15] although we are not limited by the dimension of the PCA subspace and
we use raw images after being aligned, which solves most problems related to
the variance introduced by shifts, rotations, different projection directions and .
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Outlier detection for single particle analysis in Electron Microscopy 3

Additionally, we propose to work with a hierarchical classification algorithm [17].
Then, we are able to further refine the class core by considering the subset of
images that is basically classified together in the classification hierarchy. We will
refer to this subset as the stable class core. We show that the core as well as
the stable class core can effectively remove contaminating particles. In this way,
the proposed methodology can be employed as an automatic refinement in a
high-throughput EM environment.

2 Materials and methods

In this section we introduce our methodology to automatically reject some im-
ages in the set of selected particles. We first introduce the concept of class core,
that can be applied to any 2D classification algorithm. Then, we introduce the
stable class core, that is only defined for CL2D [17]. Both concepts start by
assuming that a 2D classification algorithm has been applied to the whole set
of selected images, and that the algorithm is such that it tries to produce as
homogeneous classes as possible. This is particularly true for algorithms based
on vector quantization such as K-means and CL2D. Let us assume that there
are N images in the original dataset, and that they are divided into K disjoint
classes. Let us represent as Xn the n-th image (n = 1, 2, ..., N), χk the k-th
class representative (k = 1, 2, ..., K), and X̃n the n-th image aligned to its corre-
sponding class representative. Let us refer to the number of images assigned to
the k-th class as Nk, and the specific set of indexes of images assigned to that
class as Ck.

2.1 Class cores

K-means is an algorithm that tends to produce globular clusters of maximum
radius ε (this property is shared by algorithms like CL2D). It has been recently
shown that there is a strong connection between K-means and PCA [18] in such
a way that PCA is a continuous solution of the cluster membership indicators
in K-means. Given a set of images assigned to the same class and considering
this property, it makes sense to measure the dispersion of the projection images
assigned to this class in the PCA subspace. In this way, we can measure how
heterogeneous the class is and easily identify outliers. The procedure is rela-
tively simple. Given the set of aligned images X̃n assigned to a given class, we
compute the class covariance matrix as Σ̂k = 1

Nk−1

∑

n∈Ck
(X̃n − χk)(X̃n − χk)

t,

where (·)t denotes the transpose operator. Σ̂k is positive semidefinite by con-
struction, and therefore, all its eigenvalues are real and non-negative. Let W q

k

denote the matrix whose columns are the q eigenvectors of Σ̂k associated to
the q largest eigenvalues, and Dq

k a diagonal matrix with the corresponding
eigenvalues. Then, we can project the aligned images onto the PCA subspace
by x̃n = (Dq

k)
− 1

2 (W q
k )

t(X̃n − χk). The squared norm of these vectors, ‖x̃n‖2 is
strongly related to measuring the Mahalanobis distance of the aligned images to
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4 C.O.S. Sorzano et al

the class centroid, only that it is better defined in case that the covariance matrix
is singular. This is a standard multivariate outlier detection technique [19]. For
a homogeneous class of images, one would expect that all of them are projected
towards the center of the PCA subspace, and therefore multivariate outliers can
be identified by setting a threshold on the squared distance. If the projected
values, x̃n, follow a multidimensional normal in the PCA subspace (which may
not be necessarily the case in EM images), then it can be easily proven that ‖x̃n‖
follows a χ distribution with q degrees of freedom. In this case, it is custom to set
the threshold at

√
q + 3

√
q, that contains approximately 98% of the population.

Note that since the EM images need not be projected in the PCA subspace as a
multivariate normal, then this threshold does not necessarily correspond to 98%
of the population. However, this number already gives a clue about reasonable
values that the threshold can take. In our implementation, we normally work
with q = 2, and therefore the threshold should be around 2.8. However, we let
the user choose any desired value.

Summarizing, we define the class core as those images assigned to a class
such that when they are projected onto a PCA subspace of dimension q, their
distance to the subspace origin is smaller than a given threshold. Note that the
PCA projection used for the class core is much more powerful than the PCA
projection used by Vargas et al. [14] since the one used in this article is using the
aligned image, while the one used by Vargas et al. reduces the image to a small
feature vector, with the subsequent loss of information. Additionally, the PCA
basis constructed in this article is performed on a much more homogeneous
dataset (the 2D class) than that used by Vargas et al. in which all selected
particles are used.

2.2 Stable class cores

We can further refine the class core by what we refer to as the stable class
core and that is computed thanks to the hierarchical nature of CL2D. CL2D is
a clustering algorithm that starts by clustering the images into a small set of
classes. Then, these clusters are progressively subdivided till the desired number
of classes is reached. This divisive approach has been shown to produce more sta-
ble, robust and accurate results than directly trying to divide the input dataset
into the final number of classes [17]. In our approach, images are free to change
class at any moment, that is, they are not restricted to be clustered into one of
the two subclusters in which its parent cluster has been subdivided. We refer to
the successive clustering steps as levels. At level 0, images are subdivided into
N0 clusters; at level 1, into 2N0 classes; at level 2, into 4N0 classes; this goes till
the desired NF classes are reached. In general, at level l there are min(2lN0, NF )

classes. Let L = floor
(
log

2

NF

N0

)
be the final number of levels.

Considering this hierarchical scheme, we say that two images belong to the
stable class core if both of them have regularly being in the same class core
through the different classification levels. Given two images, Xn1 and Xn2 , let
us define the function S(Xn1 , Xn2 , l) that is 1 if both images were classified in
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Outlier detection for single particle analysis in Electron Microscopy 5

the same class core at clustering level l, and 0 otherwise. Formally, two images

belong the stable class core if
L∑

l=0

S(Xn1 , Xn2 , l) ≥ L− η, where η is a tolerance

parameter that takes a non-negative integer value (0, 1, 2, ...). If η = 0, then the
two images have always had to be in the same class core; if η = 1, they had to
be always in the same class core except at 1 level, etc. In our implementation, η
is a parameter that the user may choose and whose default value is 1.

3 Results

In the following sections we show how the class cores and stable class cores
actually help to construct purer classes, we do that using simulated (where the
ground truth is known) as well as experimental data. All results reported below
are computed for q = 2 (i.e., the PCA subspace is two-dimensional), an class
core threshold distance of 3, and a tolerance η = 1.

3.1 Simulated data

We simulated 10,000 projection images from the bacteriorhodopsin (PDB entry:
1BRD) at a sampling rate of 3.5Å. Each projection image had a completely ran-
dom projection direction. We added noise to a Signal-to-Noise Ratio of 1/10 and
performed a CL2D classification into 128 classes. For each class and each image
pair within that class, we analyzed the angular distance between the projection
directions associated to the two images in the pair. The average angular distance
between images in the raw CL2D classes was 16.9◦ and 16.8◦ for the core classes
(we refer to this value as the average intra-class angular dispersion). However,
the stable class cores reduced this average intra-class angular dispersion to 15.2◦

(a Kolmogorov-Smirnov test on the two distributions (stable core and core) of
angular distances showed that the two were different with a confidence level well
above 99.9%).

We report the execution time for this first experiment since for the rest of the
experiments the time proportion is similar. We used 16 cores of a cluster with
24 nodes with two Xeon E5405 2Ghz processors (4 cores/processor), 16 GB of
RAM per node, and node interconnection at 1 Gb/s. CL2D took 291 minutes on
a cluster. Computing the class cores took 4 minutes (1.4% of the execution time
of CL2D) and computing the stable class cores 5 minutes (1.7%). Althogether,
computing the cores and class cores added a 3% of extra execution time upon
the CL2D execution time.

We added to the previous dataset 2,000 empty projection images with the
same amount of noise. This situation is typical when some automatic particle
selection algorithms are applied, they tend to pick a non-negligible percentage of
images at local peaks of their identification function. We then divided the 12,000
images into 128 classes using CL2D. 23 of the 128 classes were contaminated
by empty images; that is, most of the images in those 23 classes corresponded
to bacteriorhodopsin projections although there also were many empty images
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6 C.O.S. Sorzano et al

assigned to the same class. However, only one of the class cores and none of
the stable class cores were contaminated by these empty images. The average
intra-class angular dispersion was reduced from 21.5 in the CL2D classes to 18.1
in the stable class cores.

3.2 Experimental data

We used the 10,000 70S E. coli ribosome particles deposited at the EBI by
J. Frank and normally used as a classification benchmark [20]. 5,000 of these
particles correspond to the ribosome with EF-G bound, while the other 5,000
correspond to particles with absent EF-G. We divided them into 128 classes
using CL2D. We evaluated the proportion of images in each class coming from
each of the two structural conformations. It is said that a class is 100% pure if
all its assigned images belong to the same class. For the raw CL2D classes, the
average purity was 62.9%. The class cores increased the average purity to 63.4%,
and the stable class cores increased this average purity to 64.5%.

We also tested our algorithm on the KLH blind benchmark dataset at
http://i2pc.cnb.csic.es/3dembenchmark for particle picking. These images were
acquired, using a Philips CM200 TEM equipped with a 2Kx2K CCD Tietz cam-
era, as defocal pairs at a nominal magnification of 66,000x and a voltage of
120 KeV, using the Leginon system [21, 22]. Sampling rate was 2.2Å/pixel and
the accumulated dose for each high magnification image area was 10 e/Å2. We
automatically selected 988 particles using the algorithm described in [23]. The
precision, as defined in [24], of this dataset was 79.5%, meaning that this per-
centage of particles were particles that had been selected in the gold standard.
Applying the algorithm of [14] with a threshold of 3, the precision was increased
to 82.4%. Then, we analyzed the selected particles with CL2D dividing them
into 16 clusters. The precision increased to 84.0% in case of the class cores, and
84.7% in case of the stable class cores. In terms of wrongly selected particles, the
set of incorrect particles was reduced by more than 25% of its size (=(84.7%-
79.5%)/(100%-79.5%)), that is, there are less than 25% of contaminants.

Finally, we used the images from 44,311 projection images of Agrobacterium
tumefaciens VirE2 [25] at a sampling rate of 2.2 Å/pixel. Since this dataset is
not part of any benchmark, we can only report qualitative results on it. Before
entering in Xmipp CL2D, these images had been masked, aligned, and filtered
by SPIDER. Figure 1 shows one of the 2D classes calculated by CL2D. It is
the average of 1,077 projections. In the same figure we show some of these
projections that did not progress to the stable core. It can be seen that some of
the projections are empty, have a lower SNR, contamination or border artifacts.

4 Discussion and conclusions

As the number of particles used for structural studies is steadily increasing,
thanks to the use of automated acquisition procedures at the microscope and
automatic particle selection algorithms, there is a compelling need for accurate
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Outlier detection for single particle analysis in Electron Microscopy 7

Fig. 1. Example of a 2D class of VirE2 and some of the images that belong to the
CL2D class, but not to its stable core.

validation of the particles used during the analysis. This new requirement has
been recently acknowledged and some works have already addressed this neces-
sity [12,14,15]. All previous works dealt with the entire dataset trying to identify
those particles not following the main trend (contaminants, damaged particles,
electron dense regions, empty projections, ...). Because they were applied at
a relatively early stage of the analysis, just after particle selection, they had
to remove the heterogeneity caused by in-plane misalignments. They achieved
this by computing some kind of rotational and/or translational invariant feature
vector that either it is classified by a supervised classification algorithm that
needs training [12], or they are automatically classified in a one-class classifica-
tion scheme [14, 15] by choosing some threshold. The work of Vargas et al. [14]
additionally offers the possibility of interactive selection of good particles, and
this task is simplified thanks to a particle ranking according to a given score.
The main drawback of using these feature vectors is that there is a great loss of
information that cannot be used by the outlier detection algorithm.

The work presented in this paper is also a one-class classification scheme like
[14] and [15]. Consequently, it does not need to be trained with negative examples
(in fact, in Xmipp [26] this task is explicitly done by the automatic particle
picking algorithm [23,27]). This is convenient from the user point of view since
she does not need to select the kind of outliers she wants to reject. Unlike [14] and
[15], this outlier detection is performed after a 2D classification step. We, thus,
avoid the heterogeneity introduced by misalignment as well as the heterogeneity
introduced by different projection directions and conformational states. In this
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8 C.O.S. Sorzano et al

situation, PCA can be directly applied to the aligned images and their projection
onto a lower dimensional space performs an implicit denoising. Our algorithm
can use any number of PCA dimensions (unlike [15] that is primarily aimed at 1D
projections), and the outlier detection in this linear subspace is fully supported
by standard multivariate outlier detection theory [19]. Additionally, when CL2D
is used to perform the 2D classification, we can exploit its hierarchical nature
to identify particles that are not stably classified. The assumption here is that
a stable classification is a sign of good classification (something already put
forward in [28] and [13]).

The numerical experiments performed support the hypothesis that class cores
as well as stable class cores effectively reduce the variability of the 2D classes.
This is beneficial to class representatives (that are the average of more homo-
geneous projections) and algorithms that may use them as their input (like all
those constructing initial volumes based on common lines [29–31]). We may also
use this outlier rejection step to prevent those images labeled as outliers to go
into subsequent image processing steps like 3D reconstruction (although the ef-
fect of outlier rejection in 3D reconstruction is out of the scope of this article and
needs to be further explored). Obviously, the price to pay for these outlier rejec-
tion algorithms is the number of good particles that are also discarded. However,
this drawback loses importance in an era in which acquisition automation is the
current trend and structural studies with up to 2 million projections have been
carried out [6]. Overall, outlier rejection algorithms are beneficial as long as the
number of correctly discarded particles is larger than the number of incorrectly
discarded ones.

The methodology described in this paper is accessible through the CL2D
protocol in Xmipp 3.0, http://xmipp.cnb.csic.es [32].
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