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Summary of the course

• Introduction:

– Why dimensionality reduction

– Curse of dimensionality

– Feature selection vs. feature extraction

– Linear vs. no linear

– Accuracy vs. Interpretation 

• Matrix factorization methods

– Principal Component Analysis

– Singular Value Decomposition

– Factor analysis

– Non-negative matrix factorization

– Independent Component Analysis

• Projection methods

– Multidimensional scaling

– Sammon mapping

– Self-organizing maps

– Other clustering techniques

– Isomap

– Locally linear embedding (LLE) 

• Applications

– Pattern recognition

– Image classification

– Gene expression analysis

– Text mining

• Practical exercises

– Image classification

– Gene expression analysis

– Scientific text analysis 
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Practical guide for this course

MATLAB: http://www.mathworks.com/

TOOLBOXES: 

– Statistics

– Bioinformatics

– Neural Networks

– Specific code for this course (available in the web page)

Course web page:

MATLAB: http://www.dacya.ucm.es/apascual/dimred2007.html
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Dimensionality Reduction: main motivation

• More features implies more information and 
potentially higher accuracy

• Important paradox: the more features we have, the 
more difficult information extraction is. 

• Unfortunately, more features means harder to train a 
classifier:

– The curse of dimensionality

• Solution: start with as many potentially useful features 
as possible, and then reduce the number of features
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Dimensionality reduction: what is?

Item 1

Item 2

Item N

...

dim 1 dim K...

Item 1

Item 2

Item N

...

dim 1 dim 2 dim D...

K < D

reduce dimensionality of data (number of columns). reduce dimensionality of data (number of columns). 
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Why Dimensionality Reduction

• Number of potential features can be huge

– Image data: each pixel of an image

• A 64x64 image = 4096 features

– Genomic data: expression levels of the genes

• Several thousand features

– Text categorization: frequencies of terms in a corpus of 

documents:

• More than ten thousand features
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Why Dimensionality Reduction: real case scenarios

Electron microscopy images:

8000 64x64 images = 8000x4096 data matrix

Some feature selection is usually carried out (e.g. a mask)

New reduced matrix: 8000x1000 data matrix
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Why Dimensionality Reduction: real case scenarios

Gene expression data:
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Why Dimensionality Reduction: real case scenarios

Text analysis:
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Why Dimensionality Reduction: real case scenarios

Text analysis:
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Curse of dimensionality

Taken from Ricardo Gutierrez-Osuna. 

Texas A&M University
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Curse of dimensionality

Taken from Ricardo Gutierrez-Osuna. 

Texas A&M University
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Curse of dimensionality practical problems: 

– the number of samples required per variable increases 

exponentially with the number of variables

– The rapid increase in volume associated with adding extra 

dimensions.

– The more dimensions you have, the more similar things 

appear.
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Curse of dimensionality
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Curse of dimensionality practical problems: 

The more dimensions you have, the more similar objects appear:
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Curse of dimensionality: 

It is NOT a problem of computing 

effectiveness and hardware 

requirements!
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Feature selection versus Feature extraction

• Feature selection: Try to find a subset of the original variables 

(also called features or attributes). Two strategies are filter (e.g. 

information gain) and wrapper (e.g. genetic algorithm) 

approaches. 

• Feature extraction: A new reduced set of variables is created 

by applying a mapping of the multidimensional space into a 

space of fewer dimensions. This means that the original feature 

space is transformed into a reduced, although informative new 

space.
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Feature selection:
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Feature extraction:

Transformation: 

e.g. PCA
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Feature extraction:

New variables 

(features)


