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Fourier series

Fourier series

f (x) = f (x0) +
∞∑

n=1

f (n)(x0)

n!
(x − x0)n f (x) = a0 +

∞∑
n=1

an cos(nx) + bn sin(nx)

7. Fourier analysis September 22, 2014 5 / 90



Periodic functions

Periodic functions
A function is periodic with period p if

f (x) = f (x + p)

If it is periodic with period p, it is also periodic with period 2p, 3p, ... The
smallest period is called the fundamental period.
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Periodic functions

Periodic functions
The basis functions of the Fourier series (1, cos(x), sin(x), cos(2x), sin(2x), ...)
are periodic with period 2π

If the series

f (x) = a0 +
∞∑

n=1
an cos(nx) + bn sin(nx)

it is also periodic with period 2π.
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Fourier series

Fourier series

f (x) = a0 +
∞∑

n=1
an cos(nx) + bn sin(nx)

a0 =
1
2π

π∫
−π

f (x)dx

an =
1
π

π∫
−π

f (x) cos(nx)dx

bn =
1
π

π∫
−π

f (x) sin(nx)dx
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Fourier series

Example

f (x) =

{
−k −π < x < 0
k 0 < x < π

f (x + 2π) = f (x)

a0 =
1
2π

 0∫
−π

(−k)dx +

π∫
0

kdx

 =
1
2π (−kπ + kπ) = 0
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Fourier series

Example (continued)

an = 1
π

(
0∫
−π

(−k) cos(nx)dx +
π∫
0

k cos(nx)dx
)

= 1
π

([
−k sin(nx)

n

]0

−π
+
[
k sin(nx)

n

]π
0

)
= 0

bn = 1
π

(
0∫
−π

(−k) sin(nx)dx +
π∫
0

k sin(nx)dx
)

= 1
π

([
k cos(nx)

n

]0

−π
−
[
k cos(nx)

n

]π
0

)
= k

nπ (cos(0)− cos(−nπ)− cos(nπ) + cos(0))
= k

nπ (2− cos(−nπ))
= 2k

nπ (1− (−1)n)

b1 =
4k
π

b2 = 0 b3 =
4k
3π b4 = 0 b5 =

4k
5π ...
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Fourier series

Example (continued)

f (x) =
∑∞

n=1
2k
nπ (1− (−1)n) sin(nx)

S1 = 4k
π
sin(x)

S2 = 4k
π
sin(x) + 4k

3π sin(3x)
S3 = 4k

π
sin(x) + 4k

3π sin(3x) + 4k
5π sin(5x)
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Fourier series

Fourier basis is orthogonal

〈1, cos(nx)〉 =
π∫
−π

cos(nx)dx = 0

〈1, sin(nx)〉 =
π∫
−π

sin(nx)dx = 0

〈cos(nx), cos(mx)〉 =
π∫
−π

cos(nx) cos(mx)dx = 0 (n 6= m)

〈sin(nx), sin(mx)〉 =
π∫
−π

sin(nx) sin(mx)dx = 0 (n 6= m)

〈cos(nx), sin(mx)〉 =
π∫
−π

cos(nx) sin(mx)dx = 0

But they are not orthonormal

〈1, 1〉 = ‖1‖2 = 2π
〈cos(nx), cos(nx)〉 = ‖ cos(nx)‖2 = π
〈sin(nx), sin(nx)〉 = ‖ sin(nx)‖2 = π
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Orthogonal decomposition theorem (Algebra)

Orthogonal decomposition theorem
Let W be a vector subspace of a vector space V . Then, any vector y ∈ V can be
written uniquely as

y = ŷ + z

with ŷ ∈W and z ∈W⊥. In fact, if {u1,u2, ...,up} is an orthogonal basis of W ,
then

ŷ = y·u1
‖u1‖2 u1 + y·u2

‖u2‖2 u2 + ...+
y·up
‖up‖2 up
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Fourier series

Fourier series as an orthogonal projection

ŷ =
〈y,u1〉
‖u1‖2 u1 +

〈y,u2〉
‖u2‖2 u2 + ...+

〈y,up〉
‖up‖2 up

f (x) = a0 +
∞∑

n=1
an cos(nx) + bn sin(nx)

a0 = 1
2π

π∫
−π

f (x)dx = 〈f (x),1〉
‖1‖2

an = 1
π

π∫
−π

f (x) cos(nx)dx = 〈f (x),cos(x)〉
‖ cos(x)‖2

bn = 1
π

π∫
−π

f (x) sin(nx)dx = 〈f (x),sin(x)〉
‖ sin(x)‖2
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Fourier series

Class of functions that can be represented
Let f be periodic with period 2π and piecewise continuous in the interval [−π, π].
Furthermore, let f have a left-hand derivative and a right-hand derivative at each
point of that interval. Then, the Fourier series converges. Its sum is f (x) except
at points x0 where f (x) is discontinuous. There the sum o the series is the
average of the left- and right-hand limits of f (x) at x0.

Left- and right-hand limits and derivatives

f (x0 − 0) = lim
h→0
h>0

f (x0 − h)

f (x0 + 0) = lim
h→0
h>0

f (x0 + h)

f ′(x0 − 0) = lim
h→0
h>0

f (x0−h)−f (x0−0)
−h

f ′(x0 + 0) = lim
h→0
h>0

f (x0+h)−f (x0+0)
−h
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Exercises

Exercises
From Kreyszig (10th ed.), Chapter 11, Section 1:

11.1.14
11.1.15
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Arbitrary period

Arbitrary period
Assume f is periodic with period p = 2L. We do the change of variable

v =
2π
p x =

π

L x ⇒ x =
L
π

v

Then f (v) becomes of period 2π

f (x) = f
( L
π v
)

= a0 +
∑∞

n=1 an cos(nv) + bn sin(nv)

= a0 +
∞∑

n=1
an cos

(nπ
L x
)

+ bn sin
(nπ

L x
)

a0 = 1
2L

L∫
−L

f (x)dx

an = 1
L

L∫
−L

f (x) cos
( nπ

L x
)

dx

bn = 1
L

L∫
−L

f (x) sin
( nπ

L x
)

dx

7. Fourier analysis September 22, 2014 18 / 90



Arbitrary period

Example

f (x) =

 0 −2 < x < −1
k −1 < x < 1
0 1 < x < 2

p = 2L = 4, L = 2

a0 = 1
2L

L∫
−L

f (x)dx = 1
4

1∫
−1

kdx = k
2

an = 1
L

L∫
−L

f (x) cos
( nπ

L x
)

dx = 1
4

1∫
−1

k cos
( nπ

2 x
)

dx = 2k
nπ sin

( nπ
2
)

bn = 1
L

L∫
−L

f (x) sin
( nπ

L x
)

dx = 0

7. Fourier analysis September 22, 2014 19 / 90



Arbitrary period

Example (continued)

f (x) = k
2 +

∞∑
n=1

( 2k
nπ sin

( nπ
2
))

cos
( nπ

L x
)

= k
2 + 2k

π

(
cos π2 x − 1

3 cos
3π
2 x + 1

5 cos
5π
2 x − ...

)
Since the function is even, it has a cosine only series.
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Arbitrary period

Example: Change of scale

f (x) =

{
−k −2 < x < 0
k 0 < x < 2 f (x + 4) = f (x)

Solution:
We know from a previous example the Fourier series for a similar function with
period 2π

g(v) =

{
−k −π < v < 0
k 0 < v < π

g(v + 2π) = g(v)

=
∞∑

n=1

2k
nπ (1− (−1)n) sin(nv)

= 4k
π sin(v) + 4k

3π sin(3v) + 4k
5π sin(5v) + ...

If we do the change of variable v = π
2 x , then

f (x) = g
(π
2 x
)

=
4k
π

sin
(π
2 x
)

+
4k
3π sin

(
3π
2 x
)

+
4k
5π sin

(
5π
2 x
)

+ ...
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Linearity.

The Fourier series is linear
Let FS be an operator that assigns to each function, its Fourier series. Then

FS(f1 + f2) = FS(f1) + FS(f2)

FS(cf ) = cFS(f )
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Even and odd functions.

Even functions
If the function is even, then the Fourier series simplifies to

f (x) = a0 +
∑∞

n=1 an cos
( nπ

L x
)

a0 = 1
L

L∫
0

f (x)dx

an = 2
L

L∫
0

f (x) cos
( nπ

L x
)

dx

Odd functions
If the function is odd, then the Fourier series simplifies to

f (x) =
∑∞

n=1 bn sin
( nπ

L x
)

a0 = 0

bn = 2
L

L∫
0

f (x) sin
( nπ

L x
)

dx
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Half-range expansion

Half-range expansion

If only half of the range ([0, L])
is of interest, we may extend the
function in an odd or even way,
and then use the simplified
Fourier series expresion for odd
or even functions.
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Half-range expansion

Example

f (x) =

{ 2k
L x 0 < x < L

2
2k
L (L− x) L

2 < x < L
Solution: Even extension

a0 = 1
L

L∫
0

f (x)dx = k
2

an = 2
L

L∫
0

f (x) cos
( nπ

L x
)

dx = 4k
n2π2

(
2 cos

( nπ
2
)
− cos(nπ)− 1

)
f̃e(x) = k

2 −
16k
π2

( 1
22 cos

( 2π
L x
)

+ 1
62 cos

( 6π
L x
)

+ ...
)

Odd extension

bn = 2
L

L∫
0

f (x) sin
( nπ

L x
)

dx = 8k
n2π2 sin

( nπ
2
)

f̃o(x) = 8k
π2

( 1
12 sin

(
π
L x
)
− 1

32 sin
( 3π

L x
)

+ 1
52 sin

( 5π
L x
)
...
)
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Forced oscillations

Example block: undamped spring

my ′′ + cy ′ + ky = r(t)

m = 1 (g), c = 0.05 (g/s), k = 25 (g/s2)

y ′′ + 0.05y ′ + 25y = r(t)

r(t) =

{
t + π

2 −π < t < 0
−t + π

2 0 < t < π
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Forced oscillations

Example block: undamped spring (continued)
Solution:
We expand the driving force in its Fourier series

r(t) =
4
π

(
cos(t) +

1
32 cos(3t) +

1
52 cos(5t) + ...

)
Then we consider the ODE

y ′′ + 0.05y ′ + 25y =
4
πn2 cos(nt)

Its steady state solution is

yn =
4(25− n2)

n2πDn
cos(nt) +

0.2
nπDn

sin(nt)

with Dn = (25− n2)2 + (0.05n)2. We are interested in the steady state solution
because r(t) is periodic.
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Forced oscillations

Example block: undamped spring (continued)

r(t) =
4
π

(
cos(t) +

1
32 cos(3t) +

1
52 cos(5t) + ...

)
yn =

4(25− n2)

n2πDn
cos(nt) +

0.2
nπDn

sin(nt)

The steady state solution is

y = y1 + y3 + y5 + ...
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Exercises

Exercises
From Kreyszig (10th ed.), Chapter 11, Section 3:

11.3.4
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Approximation by trigonometric polynomials

Approximation by trigonometric polynomials
Let us consider a function f and its Fourier series

f (x) = a0 +
∞∑
0

an cos(nx) + bn sin(nx)

Let us find the best trigonometric approximation of degree N

F (x) = A0 +
N∑

n=0
An cos(nx) + Bn sin(nx)

such that the approximation
error is minimized

E =

π∫
−π

(f − F )2dx
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Approximation by trigonometric polynomials

Approximation by trigonometric polynomials

E =

π∫
−π

f 2dx +

π∫
−π

F 2dx − 2
π∫
−π

fFdx

7. Fourier analysis September 22, 2014 33 / 90



Approximation by trigonometric polynomials

Approximation by trigonometric polynomials
Let us calculate

π∫
−π

F 2dx =

π∫
−π

(
A0 +

N∑
n=0

An cos(nx) + Bn sin(nx)

)2

dx

=
π∫
−π

A2
0dx +

N∑
n=0

π∫
−π

A0An cos(nx)dx +
N∑

n=0

π∫
−π

A0Bn sin(nx)dx

+
N∑

n=0

π∫
−π

A0An cos(nx)dx +
N∑

n=0

N∑
m=0

π∫
−π

AnAm cos(nx) cos(mx)dx

+
N∑

n=0

N∑
m=0

π∫
−π

AnBm cos(nx) sin(mx)dx

+
N∑

n=0

π∫
−π

A0Bn sin(nx)dx +
N∑

n=0

N∑
m=0

π∫
−π

BnAm sin(nx) cos(mx)dx

+
N∑

n=0

N∑
m=0

π∫
−π

BnBm sin(nx) sin(mx)dx

= 2πA2
0 +

N∑
n=0

(πA2
n + πB2

n)
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Approximation by trigonometric polynomials

Approximation by trigonometric polynomials
Similarly

π∫
−π

fFdx =

π∫
−π

(
a0 +

∞∑
n=0

an cos(nx) + bn sin(nx)

)(
A0 +

N∑
n=0

An cos(nx) + Bn sin(nx)

)
dx

= 2πa0A0 +
N∑

n=0
(πanAn + πbnBn)

So that

E =
π∫
−π

f 2dx + π

(
2A2

0 +
N∑

n=0
(A2

n + B2
n)

)
− 2π

(
2a0A0 +

N∑
n=0

(anAn + bnBn)

)
=

π∫
−π

f 2dx + π

(
2(A2

0 − 2a0A0) +
N∑

n=0
((A2

n − 2anAn) + (B2
n − 2bnBn))

)
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Approximation by trigonometric polynomials

Approximation by trigonometric polynomials

E =
π∫
−π

f 2dx + π

(
2(A2

0 − 2a0A0) +
N∑

n=0
((A2

n − 2anAn) + (B2
n − 2bnBn))

)
Now, we optimize E with respect to the A0, An and Bn coefficients

∂E
∂A0

= 2π(2A0 − 2a0) = 0⇒ A0 = a0
∂E
∂An

= π(2An − 2an) = 0⇒ An = an
∂E
∂Bn

= π(2Bn − 2bn) = 0⇒ Bn = bn

That is, the partial sum of order N of the Fourier series is the best trigonometric
approximation of order N to f , and the error becomes

E =
π∫
−π

f 2dx − π
(
2a2

0 +
N∑

n=0
(a2

n + b2
n)

)
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Approximation by trigonometric polynomials

Approximation by trigonometric polynomials

E =
π∫
−π

f 2dx − π
(
2a2

0 +
N∑

n=0
(a2

n + b2
n)

)
Since E ≥ 0 we have (Bessel’s inequality)

2a2
0 +

N∑
n=0

(a2
n + b2

n) ≤ 1
π

π∫
−π

f 2dx

In fact, if there is a Fourier series representation of f , there is no approximation error
(Parseval’s identity)

2a2
0 +

N∑
n=0

(a2
n + b2

n) =
1
π

π∫
−π

f 2dx
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Approximation by trigonometric polynomials

Example

f (x) = x + π − π < x < π

F (x) = π + 2
(
sin(x)− 1

2 sin(2x) +
1
3 sin(3x)− ...+

(−1)N+1

N sin(Nx)

)

E =

π∫
−π

(x + π)2dx − π
(
2π2 +

N∑
n=0

(
2(−1)N+1

N

)2)
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Sturm-Liouville problems

Sturm-Liouville problems

(p(x)y ′)′ + (q(x) + λr(x))y = 0

y is a solution in an interval [a, b] satisfying boundary conditions of the form

k1y(a) + k2y ′(a) = 0

l1y(b) + l2y ′(b) = 0

y = 0 is a trivial solution, the rest of solutions are called eigenfunctions and they
are associated to specific values of λ (their eigenvalue). If p, q, r , and p′ are
real-valued and continuous in [a, b], and r is positive throughout [a, b] (or
negative), then all eigenvalues of the Sturm-Liouville problem are real.

7. Fourier analysis September 22, 2014 40 / 90



Sturm-Liouville problems

Example
Vibrating string

y ′′ + λy = 0 y(0) = 0, y(π) = 0

Solution:
We can reformulate the problem as a
Sturm-Liouville problem as

(1y ′)′ + (0 + λ1)y = 0

1y(0) + 0y ′(0) = 0

1y(π) + 0y ′(π) = 0
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Sturm-Liouville problems

Example (continued)
If λ = −ν2 is negative, the general solution is

y = c1eνx + c2e−νx

From the boundary conditions, we get c1 = c2 = 0.
If λ = 0, the general solution is

y = c1 + c2x

and again from the boundary conditions c1 = c2 = 0.
Finally, if λ = ν2 is positive, the general solution is

y = c1 cos(νx) + c2 sin(νx)

From the boundary conditions, c1 = 0 and

y(π) = c2 sin(νx) = 0⇒ ν = ±1,±2, ...
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Sturm-Liouville problems

Example (continued)

y(π) = c2 sin(νx) = 0⇒ ν = ±1,±2, ...

That is, the functions

yν = sin(νx) ν =
√
λ = 1, 2, 3, ...

are eigenfunctions of the ODE and their associated eigenvalue is λ = ν2.
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Orthgonal functions

Orthogonality
Let us define the inner product of two functions ym and yn with respect to the
weight function r(x) in the interval [a, b] as

〈f , g〉r =

b∫
a

r(x)f (x)g(x)dx

The norm of a function is defined as ‖f ‖ =
√
〈f , f 〉r .

Two functions are orthogonal if 〈f , g〉r = 0.
A set of functions {y1, y2, ...} is orthonormal if

〈ym, yn〉r = δmn =

{
0 m 6= n
1 m = n
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Sturm-Liouville problems

Example (continued)
The set of functions yν = sin(νx) ν =

√
λ = 1, 2, 3, ...} are orthogonal (ν1 6= ν2) in the

interval [0, π]

〈yν1 , yν2〉 =
π∫
0
sin(ν1x) sin(ν2x)dx

= 1
2

π∫
0
cos((ν1 − ν2)x)dx − 1

2

π∫
0
cos((ν1 + ν2)x)dx

= 1
2

[ sin((ν1−ν2)x)
ν1−ν2

]π
0
− 1

2

[ sin((ν1+ν2)x)
ν1+ν2

]π
0

= 0

but they are not orthonormal because

‖yν‖2 =

π∫
0

sin2(νx)dx =

π∫
0

(
1
2 −

cos(2νx)

2

)
dx =

π

2

The set of functions yν =
√

2
π
sin(νx) ν =

√
λ = 1, 2, 3, ...} is orthonormal.
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Sturm-Liouville problems

Orthogonality of eigenfunctions
If p, q, r and p′ are real-valued and continuous in the interval [a, b] and r > 0.
Let the function ym and yn be eigenfunctions associated to different eigenvalues
λm and λn, then

〈ym, yn〉r = 0
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Boundary conditions

Boundary conditions
Mixed Dirichlet-Neumann conditions:

k1y(a) + k2y ′(a) = α
l1y(b) + l2y ′(b) = β

if α = β = 0, the boundary conditions are said to be homogeneous. If
k2 = l2 = 0 they are called Dirichlet boundary conditions. If k1 = l1 = 0, they
are called Neumann boundary conditions. The conditions

y(a) = y(b) y ′(a) = y ′(b)

are called periodic boundary conditions.
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Singular Sturm-Liouville problem

Singular Sturm-Liouville problem
A Sturm-Liouville problem

(p(x)y ′)′ + (q(x) + λr(x))y = 0

is called singular in any of the following cases:
1 p(a) = 0, BC at a is dropped, BC at b is homogeneous mixed.
2 p(b) = 0, BC at b is dropped, BC at a is homogeneous mixed.
3 p(a) = p(b) = 0, there is no BC.
4 The interval [a, b] is infinite.

Otherwise, the problem is regular.
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Singular Sturm-Liouville problem

Example: Legendre’s equation and polynomials
Legendre’s equation

(1− x2)y ′′ − 2xy ′ + n(n + 1)y = 0

is a Sturm-Liouville problem

((1− x2)y ′)′ + n(n + 1)y = 0

(p(x)y ′)′ + (q(x) + λr(x))y = 0

with p = 1− x2, q = 0, r = 1.
p(−1) = p(1) = 0, so the Sturm-Liouville problem is singular, and we do not need
boundary conditions. The Legendre polynomial Pn(x) is a non-trivial solution of
the problem associated to the eigenvalue λ = n(n + 1). By the previous theorem,
Legendre polynomials are orthogonal in the interval [−1, 1].
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Exercises

Exercises
From Kreyszig (10th ed.), Chapter 11, Section 5:

11.5.6
11.5.9
11.5.11
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Exercises
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11.5.14
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Generalized Fourier series

Generalized Fourier series
Let the set {y1, y2, ...} be orthogonal with respect to the weight function r in an
interval [a, b]. Let f be a function that we want to expand in this ortohogonal
basis

f =
∞∑

m=0
amym(x)

To find the Fourier coefficients, am we compute the inner product of f with yn

〈f , yn〉r =

〈 ∞∑
m=0

amym(x), yn

〉
r

=
∞∑

m=0
am 〈ym(x), yn(x)〉r = an‖yn‖2

an =
〈f , yn〉r
‖yn‖2

r
=

b∫
a

rfyndx

b∫
a

ry2
n dx
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Generalized Fourier series

Fourier-Legendre series
Legendre polynomials, Pm(x), are orthogonal in [−1, 1] with respect to r(x) = 1.
In this interval we can perform an eigenfunction expansion of the form

f =
∞∑

m=0

〈f ,Pm〉
‖Pm‖2 Pm(x)

It can be shown that
‖Pm‖2 =

2
2m + 1

Example

f = sin(πx)⇒ am =
2m + 1

2

1∫
−1

sin(πx)Pm(x)dx

f = 0.95493P1−1.15824P3+0.21929P5−0.01664P7+0.00068P9−0.00002P11+...
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Generalized Fourier series

Fourier-Bessel series
Bessel’s Jn functions are solutions of the ODE

x2y ′′ + xy ′ + (x2 − n2)y = 0

That is
x̃2 d2Jn

dx̃2 (x̃) + x̃ dJn
dx̃ (x̃) + (x̃2 − n2)Jn(x̃) = 0

Where for convenience we have used the variable x̃ instead of x . We now perform
the change of variable

x̃ = kx ⇒ x =
x̃
k

dJn
dx̃ =

dJn
dx

dx
dx̃ =

dJn
dx

1
k

d2Jn
dx̃2 =

d
dx̃

(
dJn
dx̃

)
=

d
dx

(
dJn
dx

1
k

)
dx
dx̃ =

d2Jn
dx2

1
k2
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Generalized Fourier series

Fourier-Bessel series
So Bessel’s equation becomes

(kx)2 d2Jn
dx2 (kx)

1
k2 + (kx)

dJn
dx (kx)

1
k + ((kx)2 − n2)Jn(kx) = 0

x2J ′′n (kx) + xJ ′n(kx) + (k2x2 − n2)Jn(kx) = 0

Dividing by x

xJ ′′n (kx) + J ′n(kx) + (k2x − n2

x )Jn(kx) = 0

(xJ ′n(kx))′ + (−n2

x + k2x)Jn(kx) = 0

This is a Sturm-Liouville problem with p = x , q = − n2

x , λ = k2, and r = x . Let
us choose a = 0, p(a) = 0, so the problem is singular. For the boundary
conditions fix a value b = R and find the values k such that

Jn(kR) = 0
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Generalized Fourier series

Fourier-Bessel series
Jn(kR) = 0

For every n, we find that this equation has infinite solutions that we may index
with m

kR = αn,m ⇒ kn,m =
αn,m

R
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Generalized Fourier series

Fourier-Bessel series
The set of functions {Jn(kn,1x), Jn(kn,2x), ...} with kn,m =

αn,m
R is orthogonal on

the interval [0,R] with respect to the weight function r(x) = x since they are
eigenfunctions associated to the eigenvalue λ = k2

n,m. Additionally,

‖Jn(kn,mx)‖2
x =

R∫
0

xJ2
n (kn,mx)dx =

R2

2 J2
n+1(kn,mR)

so the Fourier coefficients of the Fourier-Bessel series

f (x) =
∞∑

m=1
amJn(kn,mx)

are

am =
〈f (x), Jn(kn,mx)〉x
‖Jn(kn,mx)‖2

x
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Generalized Fourier series

Example

f (x) =
1

1− x2

Let us consider n = 0 and R = 1, then

k0,m = 2.405, 5.520, 8.654, 11.792, ...

The Fourier coefficients are

am =
4J2(k0,m)

k2
0,mJ2

1 (k0,m)
= 1.1081,−0.1398, 0.0455,−0.0210, ...

And the function is approximated as

1
1− x2 = 1.1081J0(2.405x)− 0.1398J0(5.520x) + 0.0455J0(8.654x)− ...
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Mean square convergence. Completeness

Mean square convergence
Let us define the functions

sk =
k∑

m=1
amym

This sequence of functions tend to f in a mean-square sense if

lim
k→∞

‖sk − f ‖2
r = 0

where r is a weighting function.

Completeness
An orthonormal set of functions y0, y1, ... in the interval [a, b] is complete in a set
of functions S defined on [a, b] if

∀f ∈ S,∀ε > 0⇒ ∃a0, a1, ...|

∥∥∥∥∥f −
k∑

m=1
amym

∥∥∥∥∥ < ε
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Exercises

Exercises
From Kreyszig (10th ed.), Chapter 11, Section 6:

11.6.2
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Fourier integral

Example

fL(x) =

 0 −L < x < −1
1 −1 < x < 1
0 1 < x < L

fL(x) = fL(x + 2L)

f (x) = lim
L→∞

fL(x)

=

{
1 −1 < x < 1
0 otherwise
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Fourier integral

Example (continued)

a0 =
1
2L

1∫
−1

dx =
1
L

an = 1
L

1∫
−1

cos
( nπx

L
)

dx = 2
L

sin(nπ/L)
nπ/L

= 2
L sinc

( n
L
) [

sinc(x) = sin(πx)
πx

]
= 2

L sinc
(
ωn
π

) [
ωn = π

L n
]
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Fourier integral

From Fourier series to Fourier integral

fL(x) = a0 +
∞∑

n=1
an cos

( nπ
L x
)

+ bn sin
( nπ

L x
)

= a0 +
∞∑

n=1
[an cos(ωnx) + bn sin(ωnx)]

[
ωn = π

L n
]

= 1
2L

L∫
−L

fL(v)dv +
∞∑

n=1

(
1
L

L∫
−L

fL(v) cos(ωnv)dv
)
cos(ωnx)+

∞∑
n=1

(
1
L

L∫
−L

fL(v) sin(ωnv)dv
)
sin(ωnx)

[
∆ωn = π

L
]

= 1
2L

L∫
−L

fL(v)dv + 1
π

∞∑
n=1

(
L∫
−L

fL(v) cos(ωnv)dv
)
cos(ωnx)∆ω+

1
π

∞∑
n=1

(
L∫
−L

fL(v) sin(ωnv)dv
)
sin(ωnx)∆ω
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Fourier integral

From Fourier series to Fourier integral

fL(x) = 1
2L

L∫
−L

fL(v)dv + 1
π

∞∑
n=1

(
L∫
−L

fL(v) cos(ωnv)dv

)
cos(ωnx)∆ω+

1
π

∞∑
n=1

(
L∫
−L

fL(v) sin(ωnv)dv

)
sin(ωnx)∆ω

We now take the limit when L goes to ∞

lim
L→∞

fL(x) = 0 + 1
π

∞∫
0

(
∞∫
−∞

f (v) cos(ωv)dv

)
cos(ωx)dω+

1
π

∞∫
0

(
∞∫
−∞

f (v) sin(ωv)dv

)
sin(ωx)dω

f (x) =

∞∫
0

(A(ω) cos(ωx) + B(ω) sin(ωx))dω
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Fourier integral

From Fourier series to Fourier integral
If f is piecewise continuous in every finite interval and has a left- and right-hand
derivative at every point, and it is absolutely integrable (

∞∫
−∞
|f (x)|dx), then f can

be represented by a Fourier integral.

f (x) =
∞∫
0

(A(ω) cos(ωx) + B(ω) sin(ωx))dω

A(ω) = 1
π

∞∫
−∞

f (v) cos(ωv)dv

B(ω) = 1
π

∞∫
−∞

f (v) sin(ωv)dv

Where f is discontinuous, the value of the Fourier integral equals the average of
the left- and right-hand limits of f at that point.
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Fourier transform

Complex form of the Fourier integral

f (x) =
∞∫
0

(A(ω) cos(ωx) + B(ω) sin(ωx))dω

A(ω) = 1
π

∞∫
−∞

f (v) cos(ωv)dv

B(ω) = 1
π

∞∫
−∞

f (v) sin(ωv)dv

Let’s substitute A and B into the Fourier integral

f (x) = 1
π

∞∫
0

[
∞∫
−∞

f (v) (cos(ωv) cos(ωx) + sin(ωv) sin(ωx)) dv
]

dω

= 1
π

∞∫
0

[
∞∫
−∞

f (v) cos(ω(x − v))dv
]

dω = 1
π

∞∫
0

F (ω, x)dω
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Fourier transform

Complex form of the Fourier integral

f (x) = 1
π

∞∫
0

[
∞∫
−∞

f (v) cos(ω(x − v))dv

]
dω = 1

π

∞∫
0

F (ω, x)dω

Note that F (ω, x) is an even function in ω, that is F (ω, x) = F (−ω, x), so we may
symmetrize the integration limit and divide by two:

f (x) = 1
2π

∞∫
−∞

F (ω, x)dω = 1
2π

∞∫
−∞

[
∞∫
−∞

f (v) cos(ω(x − v))dv

]
dω

The function
∞∫

−∞

f (v) sin(ω(x − v))dv

is odd and its integral over all ω must be 0.

0 = 1
2π

∞∫
−∞

[
∞∫
−∞

f (v) sin(ω(x − v))dv

]
dω
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Fourier transform

Complex form of the Fourier integral

f (x) = 1
2π

∞∫
−∞

[
∞∫
−∞

f (v) cos(ω(x − v))dv

]
dω

0 = 1
2π

∞∫
−∞

[
∞∫
−∞

f (v) sin(ω(x − v))dv

]
dω

Now we calculate

f (x) + i0 = 1
2π

∞∫
−∞

[
∞∫
−∞

f (v)(cos(ω(x − v)) + i sin(ω(x − v)))dv

]
dω

= 1
2π

∞∫
−∞

[
∞∫
−∞

f (v)e iω(x−v)dv

]
dω

= 1√
2π

∞∫
−∞

[
1√
2π

∞∫
−∞

f (v)e−iωv dv

]
e iωx dω
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Fourier transform

Complex form of the Fourier integral

f (x) = 1√
2π

∞∫
−∞

[
1√
2π

∞∫
−∞

f (v)e−iωv dv
]

e iωx dω

Let us define the Fourier transform of f as

F{f } = f̂ (ω) =
1√
2π

∞∫
−∞

f (x)e−iωx dx

From the Fourier transform we can recover the original function as

F−1{f̂ } = f (x) =
1√
2π

∞∫
−∞

f̂ (ω)e iωx dω

If f is absolutely integrable and piecewise continuous, then its Fourier transform
exists.
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Fourier transform

Example

f (x) =

{
1 |x | < 1
0 otherwise

Solution:

F{f } = 1√
2π

1∫
−1

e−iωx dx = 1√
2π

(
− e−iωx

iω

)1

−1
= − 1

iω
√

2π (e−iω − e iω)

= 1
iω
√

2π (e iω − e−iω) = 2
ω
√

2π
eiω−e−iω

2i = 2
ω
√

2π sin(ω)

=
√

2
π

sin(ω)
ω =

√
2
π

sin(π ωπ )
π ωπ

=
√

2
π sinc

(
ω
π

)
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Fourier transform

Example

f (x) = e−ax u(x) a > 0

Solution:

F{f } = 1√
2π

∞∫
0

e−ax e−iωx dx = 1√
2π

(
− e−(a+iω)x

a+iω

)∞
0

= 1√
2π(a+iω)
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Power spectral density

Power spectral density

7. Fourier analysis September 22, 2014 76 / 90



Power spectral density

Power spectral density
Let us consider the spring-mass system

my ′′ + ky = 0

Multiplying by y ′
my ′y ′′ + kyy ′ = 0

and integrating
m1
2 (y ′)2 + k 12y2 = E0

1
2mv2 +

1
2ky2 = E0

The first term is the kinetic energy of the system and the second term its (spring)
potential energy, E0 is the total energy.
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Power spectral density

Power spectral density
The general solution of the ODE is

y = a1 cos(ω0x) + b1 sin(ω0x)

where ω0 =
√

k
m is the natural frequency of the system. We can rewrite it as

y = a1
eiω0x+e−iω0x

2 + b1
eiω0x−e−iω0x

2i
= a1−ib1

2 e iω0x + a1+ib1
2 e−iω0x

= c1e iω0x + c−1e−iω0x

y ′ = iω0(c1e iω0x − c−1e−iω0x )
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Power spectral density

Power spectral density
Substituting in the energy equation

1
2mv 2 +

1
2ky 2 = E0

1
2m
(
iω0(c1e iω0x − c−1e−iω0x )

)2
+

1
2k
(
c1e iω0x + c−1e−iω0x)2

= E0

1
2m(iω0)2(A− A∗)2 +

1
2k(A + A∗)2 = E0

1
2m
(
− k

m

)
(A− A∗)2 +

1
2k(A + A∗)2 = E0

−1
2k(A− A∗)2 +

1
2k(A + A∗)2 = E0

1
2k
[
−(A− A∗)2 + (A + A∗)2] = E0

1
2k
[
−A2 − (A∗)2 + 2AA∗ + A2 + (A∗)2 + 2AA∗

]
= E0

2k|A|2 = 2k|c1|2 = E0
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Power spectral density

Power spectral density
So if y is a sum of two complex exponentials, then the energy is proportional to
their amplitude

y = c1e iω0x + c−1e−iω0x ⇒ E0 ∝ |c1|2

If we had a discrete sum of complex exponentials we would have

y =
∑

n
cne iωnx + c−ne−iωnx ⇒ E0 ∝

∑
|cn|2

and for a “continous” sum

y =

∞∫
−∞

f̂ (ω)e iωx dω ⇒ E0 ∝
∞∫
−∞

|f̂ (ω)|2dω

7. Fourier analysis September 22, 2014 80 / 90



Power spectral density

Example
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Linearity of the Fourier transform

Linearity of the Fourier transform

F{af + bg} = aF{f }+ bF{g}

Proof

F{af + bg} = 1√
2π

∞∫
−∞

(af (x) + bg(x))e−iωx dx

= a√
2π

∞∫
−∞

f (x)e−iωx dx + b√
2π

∞∫
−∞

g(x)e−iωx dx

= aF{f }+ bF{g}
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Fourier transform of the derivative

Fourier transform of the derivative
F{f ′} = iωF{f }

Proof
f = 1√

2π

∞∫
−∞

f̂ (ω)e iωx dω

df
dx = d

dx

(
1√
2π

∞∫
−∞

f̂ (ω)e iωx dω
)

= 1√
2π

∞∫
−∞

f̂ (ω) d
dx
(
e iωx) dω

= 1√
2π

∞∫
−∞

f̂ (ω)(iω)e iωx dω

= 1√
2π

∞∫
−∞

(
iωf̂ (ω)

)
e iωx dω
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Fourier transform of the derivative

Fourier transform of the derivative
F{f ′′} = (iω)2F{f }

F{f (n)} = (iω)nF{f }

F{f (α)} = (iω)αF{f }

Fourier transform of the integral

F


t∫

−∞

f (τ)dτ

 =
F{f }

iω + cδ(f )

where c is a value such that
t∫

−∞

(f (τ)− c)dτ = 0

It is normally referred to as the DC or average value.
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Fourier transform of the convolution

Fourier transform of the convolution

f (x) ? g(x) =

∞∫
−∞

f (p)g(x − p)dp =

∞∫
−∞

f (x − p)g(p)dp

F{f ? g} =
√
2πF{f }F{g}

Proof

F{f ? g} = 1√
2π

∞∫
−∞

(
∞∫
−∞

f (p)g(x − p)dp
)

e−iωx dx

= 1√
2π

∞∫
−∞

∞∫
−∞

f (p)g(x − p)e−iωx dpdx [swap variables]

= 1√
2π

∞∫
−∞

∞∫
−∞

f (p)g(x − p)e−iωx dxdp [q = x − p]

= 1√
2π

∞∫
−∞

∞∫
−∞

f (p)g(q)e−iω(q+p)dqdp
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Fourier transform of the convolution

Fourier transform of the convolution

F{f ? g} = 1√
2π

∞∫
−∞

∞∫
−∞

f (p)g(q)e−iω(q+p)dqdp

= 1√
2π

(
∞∫
−∞

f (p)e−iωpdp
)(

∞∫
−∞

g(q)e−iωqdq
)

= 1√
2π

(√
2πF{f }

) (√
2πF{g}

)
=
√
2πF{f }F{g}
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Fourier transform of the convolution

Calculation of the convolution

(f ? g)(x) =

∞∫
−∞

f̂ (ω)ĝ(ω)e iωx dω

Proof
(f ? g)(x) = F−1

{√
2πf̂ (ω)ĝ(ω)

}
= 1√

2π

∞∫
−∞

(√
2πf̂ (ω)ĝ(ω)

)
e iωx dω

=
∞∫
−∞

f̂ (ω)ĝ(ω)e iωx dω
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Table of Fourier transforms

Table of Fourier transforms
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