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Introduc�onIntroduc�onIntroduc�onIntroduc�on::::    

 

In the realm of sta�s�cs, a sequence or vector of random variables 

is deemed homoscedas�c if all cons�tuent random variables 

exhibit iden�cal finite variance. It is also a condi�on referred to as 

homogeneity of variance. The corollary concept is 

heteroscedas�city, deno�ng the presence of variance 

heterogeneity. The spellings "homoskedas�city" and 

"heteroskedas�city" are interchangeably used. Assuming 

homoscedas�city when heteroscedas�city is the reality leads to 

unbiased yet inefficient point es�mates and biased es�mates of 

standard errors. This misjudgment may also result in an 

overes�ma�on of the goodness of fit, quan�fied by the Pearson 

coefficient. 



 

The existence of heteroscedas�city emerges as a paramount 

concern in regression analysis and analysis of variance, rendering 

sta�s�cal tests of significance invalid under the assump�on that 

modeling errors uniformly share the same variance. While the 

ordinary least squares es�mator remains unbiased in the presence 

of heteroscedas�city, its efficiency diminishes, and inferences 

grounded in the assump�on of homoskedas�city become 

decep�ve. Historically, generalized least squares (GLS) was a 

common recourse in such instances. Presently, the standard 

approach in econometrics favors the incorpora�on of 

heteroskedas�city-consistent standard errors over GLS, as the 

la	er can exhibit pronounced bias in small samples when the 

actual skedas�c func�on is unknown. 

 

The per�nence of heteroscedas�city revolves around the 

expecta�ons of the second moment of errors, categorizing its 

presence as a misspecifica�on of the second order. 

 

In sta�s�c, we refer to “homoscedas�c” or “homogeneity of 

variance”, when a sequence of random variables has the same 

finite variance. The assump�on of homoscedas�city, deno�ng 

uniform variance, plays a pivotal role in the accuracy of linear 

regression models. It signifies that the error term, represen�ng 

the random variability in the rela�onship between independent 

and dependent variables, remains constant across all levels of the 

independent variables. 

The assessment of homoscedas�city o7en relies on visual aids, 

par�cularly sca	er plots. These plots help depict pa	erns in the 

variance of residuals, differen�a�ng between homoscedas�c and 

heteroscedas�c data. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

In a sca	er plot, when points align well along the central line or 

the trendline, it suggests a strong linear rela�onship between the 

variables being plo	ed. The central line, o7en a regression line or 

line of best fit, represents the general trend or pa	ern in the data. 

Points clustering closely around this line indicate that the variables 

are correlated and that changes in one variable correspond to 

predictable changes in the other. 

 

The concept complementary to homoscedas�city is termed 

heteroscedas�city, deno�ng the presence of heterogeneity in 

variance. Heteroscedas�city poses a significant challenge in 

regression analysis and analysis of variance, as it undermines the 

validity of sta�s�cal tests of significance that presuppose uniform 

variance among modeling errors. 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

DEFINITION:DEFINITION:DEFINITION:DEFINITION:    

 

Consider the linear regression model expressed as: 

 

   

 

Where       is the dependent random variable, the  is the 

determinis�c variable,  is the coefficient, and  is a random 

disturbance term with a mean of zero. The disturbances are 

characterized as homoscedas�c if the variance of  remains 

constant. Conversely, if the variance of  varies with  or the value 

of  , the disturbances are deemed heteroscedas�c. An 

illustra�ve example of heteroscedas�city is when σi2=xiσ2 

indica�ng a variance propor�onal to the value of . 

 

In a broader context, the heteroscedas�city of disturbances is 

discerned by examining the variance-covariance matrix across . 



If the diagonal elements of this matrix are non-constant, the 

disturbances are heteroscedas�c. Three matrices (A, B, and C) are 

presented, each represen�ng different scenarios. Matrix A reflects 

homoscedas�c disturbances, where OLS is the best linear 

unbiased es�mator. Matrix B exhibits heteroscedas�city with a 

�me-varying variance steadily increasing across �me, while Matrix 

C displays heteroscedas�city with variance con�ngent on the value 

of . Matrix D, despite having non-zero off-diagonal covariances, is 

homoscedas�c due to constant diagonal variances. However, OLS 

is inefficient in this case due to serial correla�on. 

The matrix are expressed as: 

 
    

ExamplesExamplesExamplesExamples::::    

Heteroscedas�city frequently arises when exist a substan�al 

disparity in the magnitudes of observa�ons. 

 

Consider the scenario of income versus expenditure on meals, 

which serves as a classic illustra�on of heteroscedas�city. 

Individuals with higher incomes o7en display a wider range of 

variability in their food expenditures. This variability arises from 

the fact that wealthier individuals may, at �mes, opt for less 

expensive food choices and, at other �mes, indulge in more costly 

dining. In contrast, individuals with lower incomes tend to 

consistently opt for more economical food op�ons, resul�ng in a 

more uniform level of expenditure. 

 

Another instance where heteroscedas�city manifests is in the 

measurement of rocket distance during a launch. Ini�ally, 

measurements may be precise, recorded to the nearest 



cen�meter per second. However, as �me progresses, and the 

rocket covers greater distances, atmospheric condi�ons, inherent 

inaccuracies, and other factors can contribute to reduced 

measurement precision. A7er five minutes, the accuracy of 

distance measurements may degrade to only 100 meters. This 

degrada�on in measurement precision exemplifies 

heteroscedas�city, emphasizing that variability in measurement 

error increases with the distance traveled during the rocket 

launch. 

 

Correla�on:Correla�on:Correla�on:Correla�on:    

One of the fundamental assump�ons in the classical linear 

regression model is the absence of heteroscedas�city. Devia�on 

from this assump�on undermines the applicability of the Gauss–

Markov theorem, thereby nullifying the status of Ordinary Least 

Squares (OLS) es�mators as the Best Linear Unbiased Es�mators 

(BLUE). In the presence of heteroscedas�city, the variance of OLS 

es�mators is not necessarily the lowest among all unbiased 

es�mators. Although heteroscedas�city itself does not induce bias 

in ordinary least squares coefficient es�mates, it can lead to 

biased es�mates of the variance (and, consequently, standard 

errors) of the coefficients, poten�ally devia�ng from the true 

popula�on variance. Consequently, while regression analysis with 

heteroscedas�c data yields an unbiased es�mate of the 

rela�onship between predictor variables and outcomes, the 

integrity of standard errors and, consequently, inferences derived 

from data analysis may be compromised. Biased standard errors 

can result in incorrect inferences from hypothesis tests, leading to 

poten�al errors such as a Type II error. 

 

Despite these challenges, under certain assump�ons, the OLS 

es�mator demonstrates a normal asympto�c distribu�on when 



appropriately normalized and centered, even in the presence of 

heteroscedas�city. This jus�fica�on supports the use of normal or 

chi-square distribu�ons in hypothesis tes�ng, depending on the 

test sta�s�c calcula�on. White's proposal in 1980 for a consistent 

es�mator of the variance-covariance matrix under 

heteroscedas�city further legi�mizes hypothesis tes�ng using OLS 

es�mators and White's variance-covariance es�mator. 

 

Heteroscedas�city is not exclusive to linear regression; it is a 

significant prac�cal concern in ANOVA problems as well. While the 

F-test remains applicable in some scenarios, addressing 

heteroscedas�city is advised only when its impact is substan�al. 

Cau�onary voices in the field emphasize that heteroscedas�city 

should not be a sole reason to discard an otherwise sound model. 

 

In the context of non-linear models such as Logit and Probit 

models, the consequences of heteroscedas�city are more severe. 

Maximum Likelihood Es�mates (MLE) of parameters in these 

models tend to be biased and inconsistent unless the likelihood 

func�on is appropriately modified to account for the specific form 

of heteroscedas�city. However, in binary choice models like Logit 

or Probit, heteroscedas�city mainly results in a posi�ve scaling 

effect on the asympto�c mean of the misspecified MLE, leaving 

predic�ons intact. Despite advancements, cau�on is warranted, as 

the virtue of a robust covariance matrix in the presence of 

heteroscedas�city remains uncertain, and hypotheses tes�ng with 

inconsistent es�mators remains a nuanced endeavor. 

    

    

    

    

    



CorreCorreCorreCorrec�on:c�on:c�on:c�on:    

    

Various strategies can be employed to address the issue of 

heteroscedas�city in sta�s�cal modeling. These correc�ons 

include: 

 

Data Transforma�on: 

Applying a stabilizing transforma�on to the data, such as 

logarithmic transforma�on, can mi�gate heteroscedas�city. This is 

par�cularly beneficial for non-logarithmic series that exhibit 

increasing variability over �me due to exponen�al growth. 

Although the variability in percentage terms may s�ll be stable, 

transforming the data can enhance model performance. 

 

Model Specifica�on Adjustment: 

Altering the model specifica�on by incorpora�ng different 

independent variables (X variables) or non-linear transforma�ons 

of exis�ng X variables can be effec�ve in mi�ga�ng 

heteroscedas�city. This approach allows for a more flexible 

representa�on of the underlying rela�onships within the data. 

 

Weighted Least Squares Es�ma�on: 

Employing a Weighted Least Squares (WLS) es�ma�on method 

involves applying OLS to transformed or weighted values of X and 

Y. The weights vary across observa�ons, typically reflec�ng 

changing error variances. One variant involves weights directly 

related to the magnitude of the dependent variable, known as 

least squares percentage regression. 

 

Heteroscedas�city-Consistent Standard Errors (HCSE): 

Heteroscedas�city-consistent standard errors, while s�ll exhibi�ng 

bias, offer an improvement over OLS es�mates. HCSE provides a 



consistent es�mator of standard errors in the presence of 

heteroscedas�city without altering the coefficient values. This 

method is advantageous because it corrects for heteroscedas�city 

when present, while rever�ng to conven�onal standard errors 

es�mated by OLS when the data is homoscedas�c. 

 

Wild Bootstrapping: 

Wild bootstrapping, as a resampling method, respects differences 

in the condi�onal variance of the error term. An alterna�ve 

approach involves resampling observa�ons rather than errors. It's 

important to note that resampling errors without considering the 

associated values of the observa�on enforces homoskedas�city 

and may lead to incorrect inference. 

 

MINQUE and Customary Es�mators: 

Using MINQUE or other customary es�mators can also be 

considered. For instance, MINQUE involves es�ma�ng variances 

for independent samples, and its efficiency losses are minimal, 

par�cularly when the number of observa�ons per sample is large. 

 

These correc�on methods provide researchers with a toolkit to 

address heteroscedas�city in various scenarios, allowing for more 

robust and accurate sta�s�cal analyses. 

 

 

Tes�ng:Tes�ng:Tes�ng:Tes�ng:    

 

Residuals can undergo a homoscedas�city assessment through the 

Breusch–Pagan test, which conducts an auxiliary regression by 

squaring the residuals against independent variables. In this 

auxiliary regression, the retained explained sum of squares is 

halved and serves as the test sta�s�c following a chi-squared 



distribu�on, with degrees of freedom matching the number of 

independent variables. The null hypothesis for this chi-squared 

test posits homoscedas�city, while the alterna�ve hypothesis 

implies heteroscedas�city. Recognizing the Breusch–Pagan test's 

sensi�vity to devia�ons from normality or limited sample sizes, the 

Koenker–Basse	 or 'generalized Breusch–Pagan' test is commonly 

favored. It preserves the R-squared value from the auxiliary 

regression, mul�plying it by the sample size to yield the chi-

squared test sta�s�c (with the same degrees of freedom). 

Although the Koenker–Basse	 test doesn't necessitate it, the 

Breusch–Pagan test demands that squared residuals be divided by 

the residual sum of squares divided by the sample size. For 

assessing groupwise heteroscedas�city, the Goldfeld–Quandt test 

is a viable op�on. 
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