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Gaussian Distribu�on, Normality Tests and Associated Constraints 

(Gonzalo Bajo) 

 

1. Gaussian distribu�on. 

The Gaussian distribu�on, also known as the normal distribu�on, is one of the most basic 

sta�s�cal distribu�ons used in probability theory and sta�s�cs. Applied to data analysis, it 

describes how informa�on is distributed around an average or central value, so that it 

appears as a symmetrical bell-shaped distribu�on, and is par�cularly useful for modelling 

various natural and social phenomena. For example, popula�on height or, in general, 

anthropometric data, and measurement errors have an approximately normal distribu�on. 

 

A Gaussian distribu�on is characterised by its mean (μ) and standard devia�on (σ). A normal 

distribu�on shows how most of the data analysed are concentrated around its mean value 

(μ), so that as we move away from this central value -dispersion or standard devia�on (σ)- 

we observe less data clustered at the extremes. In other words, the frequency of the data is 

lower as we move away from the central value. It is iden�fied by the shape of a symmetrical 

bell that peaks at the centre and extends smoothly and con�nuously on either side. The fact 

that it is defined by two parameters, mean and variance, makes it easy to interpret and 

control in sta�s�cal analysis, so that it is possible to understand how the data are 

concentrated around the mean value and what their dispersion is. Precisely, the shape of the 

bell is determined by the mean and the standard devia�on. 

 

An important and interes�ng property of the Gaussian distribu�on is to consider that 

approximately 68% of the data lies within the interval between the mean value and one 

standard devia�on (+-). About 95% of the data lies within the interval between the mean 

and twice the value of the standard devia�on. 

 

 

Figure 1. Gaussian or Normal distribu�on. 

 

Gaussian distribu�ons are important for sta�s�cal inference and hypothesis tes�ng because 

many parametric sta�s�cal methods assume normality of the data distribu�on, so that 

confidence interval calcula�ons, parameter es�ma�ons and sta�s�cal tests can be 

performed. Its mathema�cal and sta�s�cal proper�es make it a powerful tool for 
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understanding and modelling the variability of observed data in various fields and 

performing normality tests. For example, applica�ons can be found from scien�fic research 

to engineering and finance to quality control processes. 

 

All stages of research in medicine, from data collec�on to evalua�on of results, require the 

use of sta�s�cal methods. There are several ways to determine whether con�nuous data are 

normally distributed. 

 

Generally, assump�ons of normality can be assessed using both graphical and test methods. 

Graphical methods provide informa�on on the shape of the distribu�on, but do not 

guarantee that the distribu�on is normal and are not able to test whether the difference 

between a normal distribu�on and a sampling distribu�on is significant. In addi�on, tests for 

normality can cause problems. Due to the small sample size, normality tests have li5le power 

to reject the null hypothesis that the data are from a normal distribu�on. 

 

For this reason, a small sample size always passes the normality test. With larger sample 

sizes, small devia�ons from the normal distribu�on may be considered sta�s�cally 

significant even though they do not affect the results of the parametric test. Thus, the best 

way to determine if your data are normal is to evaluate the graph in conjunc�on with an 

appropriate normality test. 

 

Normality tests are of importance in empirical and theore�cal studies. The effec�veness of 

various parametric sta�s�cal inference methods depends on the underlying distribu�onal 

assump�ons. Some parametric sta�s�cal tests are able to prove that the distribu�on of data 

follows normality. However, under certain assump�ons, these methods may not be able to 

determine a normal distribu�on of the data. 

 

2. Normality tests  

 

A normality test is a sta�s�cal tool used to assess whether a grouping of data follows a 

normal distribu�on. The normal distribu�on is a form of con�nuous probability distribu�on 

that has certain well-known characteris�cs, such as its bell-shaped form and its symmetry 

around the mean. There are different methods for tes�ng whether a data set follows a 

normal distribu�on, and some common tests include:  

 

- The Kolmogorov-Smirnov or K-S test, which compares the cumula�ve distribu�on of the 

data with the expected cumula�ve distribu�on for a normal distribu�on. It is used to 

determine whether the data in a sample are from a normal distribu�on. This test is applied 

in cases where the variables are quan�ta�ve and con�nuous, and when the sample size 

exceeds 50 cases. 

 

This test compares the cumula�ve distribu�on of the data with the expected cumula�ve 

normal distribu�on and determines the P-value based on the most significant differences. 

For example, we have a sample of 500 employees, and we want to know whether the 

variable age follows a normal distribu�on. The null hypothesis (Ho) states that the sample 
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comes from a normal distribu�on, while the alterna�ve hypothesis (Ha) suggests that the 

data do not follow a normal probability model. Therefore, in order to accept Ho, the value 

of sta�s�cal significance (known as the p-value) must be greater than 0.05. 

 

-Shapiro-Wilk or S-W test: This test is one of the best-known tests for diagnosing 

assump�ons of normality and is based on the correla�on between the given observa�ons 

and the associated normal scores. It is considered suitable for small sample sizes of less than 

50 cases. As it has a smaller or moderate sample size, it is more accurate compared to other 

tests. It is non-parametric, which means that it is not necessary to know the value of the 

parameters of the underlying normal distribu�on. 

 

The S-W test has been recognised as the test of choice due to its remarkable power 

proper�es compared to a wide range of alterna�ve tests. 

 

- Anderson-Darling test: This test for normality is used to assess whether a sample comes from 

a popula�on that has a specific distribu�on. It is considered an extension of the K-S test and 

sets addi�onal weights to the tails of the distribu�on, which gives it greater sensi�vity to 

devia�ons in those regions. 

 

- Lilliefors test: This test is also a variant of the Kolmogorov-Smirnov test, which is applicable 

to small sample sizes. This test is not very useful in prac�ce, since in most cases the value of 

the mean and standard devia�on of the popula�on is not known, so it is necessary to 

es�mate these values for the theore�cal comparison distribu�on. This makes the 

Kolmogorov-Smirnov test conserva�ve, thus accep�ng the null hypothesis in most cases. In 

order to overcome this problem, the Lilliefors test tabulated the Kolmogorov-Smirnov 

sta�s�c for the most common case where the popula�on mean and variance are unknown 

and these values are es�mated from the sample data. 

 

These tests generate a p-value and a test value. The p-value indicates the probability of 

obtaining observed results if the data are normally distributed. If the p-value is greater than 

a pre-defined threshold (usually 0.05), the null hypothesis that the data follow a normal 

distribu�on is rejected. 

 

It should be noted that the above tests may not be completely conclusive, especially when 

dealing with small sample sizes. Cau�on is needed when interpre�ng results, since a p-value 

of less than 0.05 does not necessarily guarantee that the data do not follow a normal 

distribu�on, and vice versa. 

 

3. Limita�ons associated with normality tes�ng  

 

Although normality tests are useful tools, it is necessary to be aware that they can present a 

number of problems and limita�ons in specific cases. The following examples are associated 

with limita�ons of normality tests. 
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- Sensi�vity to sample size: Different tests for normality may be sensi�ve to sample size. With 

large sample sizes, there is a greater chance of detec�ng small devia�ons from normality 

that may not be relevant in prac�ce. 

 

- Sensi�vity to skewness: Normality tests may be affected by the presence of skewness in the 

data. Normality tests, in the presence of skewness, may reject the hypothesis of normality 

even though the distribu�on is approximately normal. 

 

- Impact of outliers: Outliers can significantly alter the results of normality tests. Outliers can 

lead to erroneous rejec�on of the normality hypothesis. 

 

- Context-related dependence: The interpreta�on of the results obtained from the normality 

test is subject to the purpose and context of the analysis. In certain cases, even if the data 

do not strictly correspond to a normal distribu�on, parametric methods can be robustly 

applied. 

 

- P-value as unique criterion: The exclusive use of the p-value may lead to erroneous 

conclusions. A p-value close to the significance threshold should not be interpreted rigidly. 

It is important to consider the magnitude of the observed devia�ons. 

 

- Use in large data sets: When using large data sets, normality tests can be very sensi�ve for 

the detec�on of small devia�ons from normality, which lack prac�cal relevance. 

 

In conclusion, normality tests are very useful as an exploratory tool because of their ease of 

applica�on. However, some cau�on should be exercised in the interpreta�on of the data and 

considera�on should be given to different aspects of the data set and sta�s�cal analysis. In 

different cases, the choice of reliable sta�s�cal techniques and considera�on of the context may 

be more important in certain situa�ons than strict compliance with the normality hypothesis. 
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