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Sta�s�cal significance and Clinical relevance 

 

1. Introduc�on: 

Sta�s�cs guide researchers in gaining a clearer understanding of data and making 

conclusions from it. Thus, it is crucial to fully comprehend what sta�s�cal 

procedures and their results mean in the context of the study. In other words, in 

clinical research, it is essen�al to consider both sta�s�cal significance and clinical 

relevance when interpre�ng study findings.1 

 

However, sta�s�cal significance and clinical relevance are concepts that are 

commonly mixed. Sta�s�cal significance measures the chance of study outcomes 

being random. Conversely, clinical relevance focuses on the size of the treatment 

effect, indica�ng whether the trial results are likely to have a substan�al impact on 

current medial prac�ces.2 Consequently, even though there are accepted criteria for 

sta�s�cal significance, a similar framework is absent when it comes to assessing 

clinical significance. In many cases, it is the clinician's judgment, along with input 

from the pa�ent, what determines whether a result holds clinical significance or 

not.3 

 

2. p-value: 

As men�oned, there is an accepted criterion to measure sta�s�cal significance. 

Sta�s�cal significance is usually evaluated using the p-value. This sta�s�cal measure 

quan�fies the probability of obtaining observed results when the null hypothesis 

(H0) is true. To understand p-value, first is crucial to know that H0 denies the 

existence of a rela�onship between two variables, while the alterna�ve hypothesis 

(Ha) states that these variables are correlated. Usually, it is interes�ng to reject H0 to 

favour Ha, as it allows for assessing the correla�on of variables to confirm theore�cal 

expecta�ons.4 

  

Therefore, in the context of a null hypothesis, the p-value reflects the likelihood of 

the observed data being inconsistent with the assump�ons made by a model. A 

smaller p-value indicates increased sta�s�cal inconsistency with the null hypothesis, 

given that the assump�ons for calcula�ng the p-value are valid. Also, p-value is not 

a measure that can state the truth of a null hypothesis or state the probability that 

the obtained data is due to random chance; it is a statement about data in 

connec�on with a suggested explana�on, not about the explana�on itself. 

 

On one hand, reducing the analysis of the data to this value can result in mistaken 

beliefs and unwise decision-making. Inves�gators or analysts should consider the 

context of the study when drawing conclusions, such as the study’s design, the 

quality of measurement, what other evidence exists for the study, and if the 

assump�ons behind the data analysis are valid. And on the other hand, relying on 



"sta�s�cal significance," o9en interpreted as p≤0.05, to support a scien�fic claim or 

imply truth significantly distorts the scien�fic process. So, it is evident that decisions 

regarding scien�fic conclusions should not rely solely on considering p-value or if 

the p-value surpasses or not a fixed value.  

 

When presen�ng research findings, there is a risk of data dredging, also known as 

data snooping or p-hacking. Data dredging involves conduc�ng mul�ple sta�s�cal 

tests un�l a sta�s�cally significant result is achieved, poten�ally resul�ng in false-

posi�ve findings. If mul�ple sta�s�cal tests are conducted without a fixed objec�ve, 

the risk of finding pa>erns or rela�onships by chance increases, thereby increasing 

the risk of repor�ng inaccurate outcomes. Therefore, the presenta�on of posi�ve 

and nega�ve outcomes is crucial to maintain the integrity of research findings. 

Researchers must transparently report the number of hypotheses explored, 

document all decisions made during data collec�on, and provide details on every 

sta�s�cal analysis performed. In other words, to make valid scien�fic conclusions 

using p-values and related sta�s�cs, it is important to know how many analyses 

were performed, what they involved, and the criteria for choosing which results to 

report, including p-values.  

 

P-value should not be used as a measure of the importance of a result. If p-value is 

below the commonly used threshold of 0.05, there is sta�s�cal evidence to reject 

the H0. This implies that the observed results were not likely due to chance and that 

they demonstrate sta�s�cal significance. Although lower p-values do not mean that 

the result are more important than the ones with higher p-values. Small p-values 

can be a>ained by simply conduc�ng the measurements in precisely, while larger p-

values can result from factors such as using a small sample size. With a smaller 

sample size, there is a greater likelihood of commi@ng bias, as some poten�al 

outcomes may not be adequately analysed.  

 

By taking all the above men�oned into account, is clear that p-value is not enough 

to provide a good measure the strength of evidence for a model or hypothesis. 

Researchers should not base their conclusions only by analysing p-value, as by itself 

it provides limited informa�on.  

 

3. Alterna�ves to p-value: 

As seems, p-value lacks to provide enough sta�s�cal evidence to reject a hypothesis. 

As a result, alterna�ves like the confidence interval (CI) or effect sizes (ES) should be 

employed.  

 

Confidence intervals can be interpreted to measure a sample or a research quality. 

A confidence interval is iden�fied by the range of its margins of error, a range that 

shi9s according to the selected confidence level. Common confidence levels in 

biomedical literature range from 90% to 99%, and, to a lesser extent, 99.9%. A more 



precise es�mate is associated with narrower interval margins. The 95% confidence 

interval is conven�onally preferred in literature, corresponding to the acknowledged 

sta�s�cal significance level of P < 0.05. A rule applies to samples of equal size: as the 

confidence level diminishes, es�mate accuracy heightens.  

 

Although the p-value and the confidence interval describe the same thing, they do 

it diverse ways and complement each other. While the p-value indicates the 

likelihood of the hypothesis occurring by chance, the confidence interval establishes 

ranges of uncertainty within which one can an�cipate the value of that hypothesis.  

For example, to know if the difference in the concentra�on of 0.46 μg/g in the 

concentra�on of lindane in two soils is sta�s�cally significant or the difference is 

simply by chance, the p-value calculated by t-test and the CI should be considered.  

 

If the confidence interval for the difference of two samples does not include zero, it 

aligns with rejec�ng the null hypothesis that there is no difference. With this 

example is observed what was men�oned before: CI and p-value give the same 

informa�on in different ways.5 However, it must be kept in mind that CI also allows 

researchers to assess clinical relevance as it provides informa�on about the 

difference between two popula�ons, or treatment groups, that can be sta�s�cally 

significant but not clinically significant. In other words, CI allows to know if a 

treatment show a sta�s�cally significant improvement in a certain outcome, and if 

the magnitude of improvement is big enough to have prac�cal or meaningful 

implica�ons.6 

 

Another parameter that can be use as an alterna�ve, or in combina�on, to p-value 

is the effect size. For any reader, it may be complicated to understand the outcome 

of, for example, the use of a treatment if the ar�cle only says that the results are 

sta�s�cally significant. Consequently, the most convenient way to make the 

understanding of result easier is to establish a standardized way of measuring the 

treatment effect, the effect size.  

 

There are numerous ways to calculate the effect size. The Cohen’s d if o9en used to 

assess the standardized difference between two means, and it is determined by 

dividing the difference between the means by the pooled standard devia�on. The 

Pearson’s r measures the strength and direc�on of a linear regression between two 

variables, using the r value to indicate the size of the effect. The odds ra�o quan�fies 

the strength and direc�on of the associa�on between two binary variables. 

Variance-accounted (η2) is used in analysis of variances like ANOVA or ANCOVA to 

represent the propor�on of variance in the dependent variable a>ributable to the 

independent variable. In epidemiology, the rela�ve risk is frequently used, 

expressing the ra�o of the probability of an event occurring in the exposed group to 

the probability in the unexposed group.7 

 



4. Sample Study: 

In clinical studies the main objec�ves are to analyse the origins of diseases, assess 

diagnos�c methods, forecast prognosis, and determine interven�ons that can 

prevent adverse health outcomes. Although, many argue that this is simply 

impossible, since it is never possible to study all the possible outcomes, and 

therefore nothing guarantees that in the following clinical trial or experiment the 

same result are going to be achieved. Consequently, to defend the already observed 

outcomes it should be necessary to develop alterna�ve theories and gather 

evidence to challenge them. The more a theory can manage efforts to prove it 

wrong, the more its trueness is maintained. Thus, to be sure that a theory is valid is 

essen�al to demonstrate that other theories are wrong to be more confident in the 

chosen one.  

A9er comprehending the informa�on detailed in the previous sec�ons, one can now 

understand the following example about clinical and sta�s�cal relevance. The 

example is focused on the administra�on of renin-angiotensin enzyme inhibitors 

(ACEi) and angiotensin receptor blocker (ARBs) to pa�ents suffering from chronic 

renal insufficiency. The hypothesis in this randomized controlled trial was that these 

drugs combined with intravenous iodine administra�on could produce damage to 

the kidneys. Therefore, it was studied if withdrawing these drugs, the chances of 

having a contrast-induce nephropathy (CIN) decreased. So, the H0 in this study was: 

the likelihood of CIN is the same in pa�ents who the ACEi/ARB treatment con�nued 

and those who stopped. In other words, that there was not difference between the 

groups.  

The obtained p-value in this study for the difference in the frequency of CIN between 

groups was 0.16. As explained before, this value exceeds the threshold of 0.05, and 

consequently there is not sta�s�cal evidence to reject H0. If only p-value is 

considered, sta�s�cally there is not a decrease in the likelihood of CIN in pa�ents 

who stopped receiving ACEi/ARB. Although, it has been concluded that in clinical 

studies sta�s�cal evidence dictated by p-value is not enough to support or refuse a 

hypothesis. Accordingly, CI must be also considered; in Figure 1 the p-value func�on 

can be observed. The p-value is displayed on the le9 y-axis, while the confidence 

level is represented on the right y-axis. Examining both y-axes allows us to observe 

the reciprocal rela�onship between these two magnitudes.  



 

 

 

 

 

 

 

Figure 1. P-value func�on. Indicated by the peak appears the point for the ra�o at 0.61. 

Indicated black arrows the 95% CI range, from 0.31 to 1.19, is observed.  

The pick of the illustrate black line appears at 0.59, this value refers to the point 

es�mate for the risk ra�o. This ra�o allows to compare the probability of an event 

occurring in one group compared to the another. Since it is lower than one, it 

suggests a decreased risk between the studied groups. Hence, the risk ra�o is in 

accordance with the conclusion drawn from the p-value.  

If a CI is reported around the point es�mate, the corresponding confidence limits on 

the horizontal axis are obtained. With a confidence level set a 95%, reflec�ng a two-

tailed p-value of 0.05, the resul�ng risk ra�o has a lower limit of 0.31 and an upper 

limit in 1.19. Since the p-value falls into the interval it means that the observed 

results are consistent with the null hypothesis. Once again, thanks to this parament 

the informa�on acquired from the p-value is sustained.  

So, to sta�s�cally support the conclusion that can be drawn from the p-value 

different parameters must be considered. Although, it must not be forgo>en that 

this is a clinical study in which the balance of benefit and harm is established by the 

size of the impact rather than its sta�s�cal significance.  

In this study, for example, there was not a sta�s�cal significance in the decrease in 

CIN incidence when ACEi/ARBs treatment was re�red, although is noteworthy that 

it was observed that only thirteen pa�ents that stopped receiving the treatment 

were needed to prevent a single occurrence of CIN. This suggests that although the 

sta�s�cal significance was not reached, there might s�ll be a clinically significant 

difference. Therefore, solely repor�ng that the hypothesis is not sta�s�cally 

significant without considering the prac�cal effect could lead to overlooking 

meaningful clinical implica�ons.  

5. Conclusion: 

In conclusion, even though sta�s�cal relevance is essen�al in the evalua�on of a 

clinical study, it is important to emphasize the relevance of evalua�ng whether the 

observed difference in a study holds clinical significance, so many effects such as 

ra�os of risk are proved. Is fundamental to present the evaluated effects whit a CI, 

which it provides a summary of both the effect size and the precision with which the 



effect is es�mated. In other words, presen�ng the evaluated effect along with a CI 

not only shows how big the effect is but also the degree of uncertainty linked to that 

measurement.  

In summary, CI suggested a likely range for the risk ra�o es�mated between 0.30 

and 1.19 with 95% certainty. Meanwhile, the p-value indicated that, assuming no 

actual difference, a similar or more extreme effect could occur in 16% of repeated 

experiments. The study finds that discon�nuing ACEi/ARBs for a week requires 

trea�ng only thirteen pa�ents to prevent one contrast-induced nephropathy (CIN) 

event. Therefore, due to the rela�vely gentle impact of discon�nuing ACEi/ARBs, the 

small number of pa�ents needed to prevent CIN, and the poten�al severity of CIN 

suggest that the interven�on's effect is substan�al, suppor�ng the need for 

considera�on beyond sta�s�cal measures. 
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