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ABSTRACT 

This thesis introduces a tool aimed at aiding medical professionals in symptom 

analysis and diagnosis among other things by employing natural language processing 

techniques. The program initiates by parsing scientific literature to extract relevant 

information, which is subsequently embedded for the model's learning process through 

triplet loss. Utilizing advanced NLP (Natural Language Processing) techniques, 

particularly a Siamese model, textual descriptions of patient symptoms provided by 

physicians are processed, enabling the generation of informative links to scientific 

resources. The program's ability to seamlessly integrate bilingual resources (both English 

and Spanish) is an important factor, as it enhances its effectiveness across various 

linguistic environments. Visualizations in the form of scatterplots further enhance 

understanding by depicting the relationships between input symptoms and relevant cases. 

This program represents a significant advancement in leveraging artificial intelligence to 

augment clinical decision-making, offering a promising avenue for improving patient 

outcomes and advancing medical practice. 
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RESUMEN 

Este trabajo presenta una herramienta para apoyar el análisis y diagnóstico de 

síntomas médicos. Utiliza técnicas avanzadas de procesamiento de lenguaje natural, 

como un modelo Siamese, para analizar literatura científica y extraer información 

relevante. Esta información se incorpora al modelo para su aprendizaje. Los 

profesionales médicos ingresan descripciones de síntomas, y el programa genera enlaces 

a recursos científicos. Este presenta capacidades multilingües, ampliando su utilidad en 

diversos contextos lingüísticos. Las visualizaciones, como gráficos de dispersión, 

clarifican las relaciones entre síntomas y casos. En resumen, el programa es un avance 

significativo en la inteligencia artificial aplicada a la toma de decisiones clínicas, 

prometiendo mejorar los resultados para los pacientes y avanzar en la práctica médica 

a nivel global. 
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1 INTRODUCTION 

1.1 Motivation 

In the world of healthcare, making well-informed decisions holds the uppermost 

importance, whether it is diagnosing a patient, selecting treatment options, or producing 

other critical decisions that significantly impact patient outcomes. However, the field of 

medicine is vast and continuously evolving, with new discoveries and insights emerging 

over time. Despite the immense wealth of knowledge available, it is humanly impossible 

for healthcare professionals to retain and recall every detail, especially in areas outside 

their specialized domains. In addition, there are times where a disease needs to be quickly 

identified to start treatment or it can impact negatively on the patients’ health [1]. 

Recognizing this limitation, there is a growing recognition of the need for tools 

and platforms that can support physicians in decision-making processes. These tools have 

the potential to minimize or even eliminate medical errors, reduce costs, and enhance both 

patient and physician satisfaction. By providing a platform capable of integrating a vast 

amount of information extracted from scientific literature and providing evidence-based 

recommendations, medical professionals can take it into account to make better-informed 

decisions, thus, providing a better quality of care to the patients [1]. 

For instance, imagine a scenario where a physician encounters a patient 

presenting with a series of symptoms. Instead of relying solely on memory or manual 

literature searches, the physician can employ a decision-support platform. By adding the 

patient's symptoms into the platform, the system can quickly retrieve, and present relevant 

findings and treatment recommendations derived from a comprehensive analysis of 

scientific literature.  

The development and use of decision-support platforms represents a promising 

advancement in healthcare, offering a valuable resource for physicians to deal with the 

complexity of medical decision-making effectively. By leveraging technology to augment 

clinical expertise, these platforms have the potential to enhance patient outcomes, 

optimize resource utilization, and ultimately, advance the quality of healthcare delivery. 
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1.2 Objectives 

This project aims to develop a tool with the objective of improving medical 

practice by providing assistance to healthcare professionals in symptom analysis and 

diagnosis. Essentially, the project aims to create a comprehensive software tool capable 

of processing textual descriptions such as symptoms and returning a series of URLs to 

websites related to the input with accuracy and efficiency.  

To achieve this ambitious goal, the project will leverage advanced Natural 

Language Processing (NLP) techniques, including the integration of a Siamese model. 

This will include: 

• Development a tool capable of extracting relevant information from 

scientific literature and loading it into text files.  

• Embedding of the information into computer readable values through 

NLP techniques. 

• Training of the neural network with the embedded data and re-embed it 

through the trained model. 

• Obtain a tool that correctly interprets an input text and gives a proper 

answer. 

Through continuous learning and refinement, the tool aims to evolve into a 

trusted ally for healthcare professionals, offering support in understanding the 

complexities of medical diagnosis and treatment.  

In addition, it is essential to emphasize that the program does not aim to replace 

the expertise of healthcare professionals, but stands as a tool designed to complement and 

enhance the decision-making process, ultimately leading to better patient outcomes, 

reduced medical error and improved healthcare delivery.  
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Overall, this project represents an advance of medical informatics, promising to 

reshape the dynamics of healthcare delivery and help doctors make better and more 

informed decisions about different aspects of medicine as well as provide information to 

those who search. 

 

1.3 Thesis outline 

This document is organized as follows: 

• Section 1: Introduction. It describes the motivation of the development 

of the tools and presents the objectives for the development of the project.  

• Section 2: Neural Networks and Triplet Loss. It provides an overview of 

what Neural Networks are and introduces Siamese Neural Networks, the 

one that will be implemented in this project. It will also introduce triplet 

loss, the loss function implemented in this network as the learning 

method of the model. 

• Section 3. Materials and Methods. It provides a detailed description of 

the process that has been done to develop the tool. This includes the 

parsing of the data, embedding, training of the model, and finally a tool 

that can return a series of URLs related to an input value. 

• Section 4. Results. It provides an overview of the tool and how it works: 

What the user will see and what type of response the program will 

deliver. 

• Section 5. Discussion. Various topics will be mentioned: The results of 

the model, including a brief analysis of the precision of the model. Some 

limitations that have appeared during the project will be mentioned.   

• Section 6. Conclusions. This will provide a final summary of the projects, 

including the different objectives, a brief summary of the limitations that 

have appeared and interesting future work that could be done. 
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2 ARTIFICIAL NEURAL NETWORKS AND TRIPLET 

LOSS 

For the project we had to consider different aspects of machine learning, such as 

whether to implement supervised or unsupervised learning and what type of neural 

network to use.  

Machine learning is a method utilized for computers to learn from data and be 

able to improve continuously. Through the process of machine learning two main learning 

approaches can be implemented, supervised learning and unsupervised learning [1]. 

2.1 Unsupervised Learning  

The two main learning approaches in machine learning are supervised learning 

and unsupervised learning. The main difference between these two is that in supervised 

learning an existing pattern of data is given to the model to then use with new data while 

in unsupervised learning the model must find this pattern in the data without any previous 

indication [2]. 

In unsupervised learning, it is unclear what type of dataset is being worked with 

and so it is not possible to provide a training dataset or label the data. The main objective 

of this type of learning is for the model to discover the hidden patterns that are within the 

data without the intervention of an exterior party [1].  

2.2 Neural Networks 

Neural Networks are inspired by how the brain works. The brain is capable of 

completing a wide range of complex tasks and has a structure that allows them to process 

information while also transmitting orders to the rest of the body at the same time [3]. 

The brain and nervous system are composed of cells called neurons, which are 

the ones in charge of receiving, processing and transmitting information. They are 

composed of three main parts, the cell body, also known as the soma, the dendrites and 

the axon. Each of these parts completes an important role in the transmission of 

information [3]. 
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The cell body, or soma, is located in the nucleus, and regulates essential cellular 

functions. Branching out from the soma are dendrites, short projections specialized in 

receiving input signals from neighboring neurons. These signals, once received, are 

processed, and integrated within the neuron. And lastly, the axons, typically longer than 

dendrites, serve as conduits for transmitting signals, known as action potentials, in 

response to the received inputs. The connection from one neuron to another is known as 

synaptic terminals or synapses [3]. This can be seen in Figure 1. 

 

 

 

 

 

Figure 1 Neuron Anatomy [3] 

In the context of neural networks, an artificial neuron is also known as a node. 

The connections to from one node to another (which can also be called as a synapses) are 

represented through connection weights that are determined by the association of input 

signals and the features of the nodes are represented by a transfer function [3]. So, the 

artificial neural network learns by adjusting the input weights through the transfer 

function [3]. Figure 2 shows an artificial neuron that receives these weights and, through 

the transfer function, develops a corresponding output. 

 

 

 

 

Figure 2 Artificial neuron [3] 
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The architecture of a neural network is divided into three layers, the input layer 

where the network first receives the data from the exterior, the hidden layer, and the 

output layer where the final results are provided. The number of hidden layers is 

determined by the user, and as the number of hidden layers in a neural network increases 

the more complex the network will be created [1].  

 

 

 

 

 

Figure 3 Neural Network [3] 

As mentioned earlier, this project will use a unsupervised learning approach. 

This means that an unlabled input vector will be given to each input node. The network 

with this information will then adjust its weights taking into account the training 

algorithm and the hidden patterns withi the data and finally create its own function 

capable of determining the output from the input vectors [3].  

 

2.2.1 Siamese Neural Network 

For the development of the model, a Siamese Neural network was employed. 

The Siamese Neural Networks (SNNs) were proposed in 1993 as a solution to a problem 

that was araising in methods were similarity was measured. This network is ideal when 

dealing with problems that involve measuring similarities between two concepts [4]. 

A Siamese Network refers to a specific architecture where two identical neural 

networks (often referred to as "twins" or "branches") share the same parameters and 

weights and are trained simultaneously on two different inputs. In the final step of the 

process, the outputs obtained are compared employing a distance metric system, in this 
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case Euclidean distance. Similar outputs will have a distance closer to 0 while those 

considered different will have a distance value closer to 1.  

 

In this model, the imput paramenters that are introduced into the network can 

either be pairs or triplets. The network that accepts two input values can also be reffered 

to as a “Twin Neural Network” where the paired elements are compared and the network 

learns if these are similar or dissimilar through a loss function, commonly the constrastive 

loss function [4]. 

The network that accepts triplets can also be called “Triplet Networks” which 

will be the one employed for this project. Instead of having a pair we will have three input 

elements. The first element will be compared to the other two, one being a similar element 

from the same origin and the other a dissimilar element from a different origin. Through 

this method the model learns to differenciate and classify these different elements. The 

loss function in these type of network is called triplet loss [4].   

In  Figure 4  we can see a diagram of how the network works. The Siamese 

network accepts three inputs (anchor, positive, negative) and during the learning method, 

it adjusts its weights employing triplet loss as its loss function. 
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Figure 4 Architecture of a Siamese Neural Network with triplet loss [4] 

2.3 TRIPLET LOSS 

The learning method chosen for the neural network model was triplet loss. 

Triplet loss is a loss function commonly used in neural network models for learning 

embeddings, particularly in tasks such as image recognition, facial recognition, and 

information retrieval. It is especially relevant in scenarios where the goal is to learn 

embeddings that capture semantic similarity or dissimilarity between data points, such as 

images, texts, or other high-dimensional data, such as what is being done in the 

development of this project [5].  

In the context of our neural network model dealing with vectors representing 

queries based on scientific literature, triplet loss can be a powerful learning method. It 

uses groups of three items called triplets. These triplets consist of an item (anchor, data 

point for which we want to learn a meaningful embedding representation), a similar item 

(positive), and a dissimilar item (negative). Each item is an embedding, the anchor and 
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positive item come from the same “origin” (ex. Article) while the negative comes from a 

different one [4, 5].  

The goal of the loss function is to minimize the distance between the anchor and 

positive items while maximizing the distance between the anchor and negative items. It 

is a way for the model to understand the concept of similarities and dissimilarities. The 

mathematical representation is 

 ∑ [∥ 𝑓(𝑥𝑖
𝑎) − 𝑓(𝑥𝑖

𝑝
) ∥2

2 − ∥ 𝑓(𝑥𝑖
𝑎) − 𝑓(𝑥𝑖

𝑛) ∥2
2+  𝛼]𝑁

𝑖  

Equation 1 Triplet Loss [5] 

Where “N” is the number of batches of triplets, “a” refers to the anchor item, “p” 

refers to the positive item, “n” refers to the negative item, f(x) accepts an input x, and 

“𝛼” refers to the bias. 

The first half of the equation tries to minimize the distance between the anchor 

item and the positive item, which denotes the Euclidean distance between these two. And 

the second half tries to maximize the distance between the anchor and negative item [5].  

The loss function is minimized when the distance between the anchor and the 

positive sample is smaller than the distance between the anchor and the negative sample 

by at least a specified margin [5]. This can be seen in Figure 5, where the model tries to 

create more distance between the negative value and the anchor while trying to decrease 

the distance between the anchor and the positive value. 

 

Figure 5 Representation of triplet loss objective [5] 
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So, by utilizing triplet loss as the learning method for the Siamese neural network 

model, it aims to learn embeddings that effectively represent queries based on scientific 

literature in a semantically meaningful way. This can lead to improved performance in 

tasks such as similarity search, document retrieval, and information organization. 
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3 MATERIALS AND METHODS 

The development of the tool required various steps. Firstly, the data needed to 

be prepared, which includes extracting it from scientific literature and transforming it into 

computer readable format. Then, create a neural Network model which then went through 

a learning process for it to be capable of performing a semantic embedding. And finally 

provide a program, capable of receiving an input text and conducting a semantic search 

employing distance search. The code used for this process is uploaded into the GitHub 

repository as CrisJimAbadal / LLMBiomedicalConcepts [6]. 

Here are the steps in more detail: 

• First, the extraction of the information through parsing of HTMLs and 

PDFs and loading it into text files. By leveraging web scraping tools in 

Python, relevant scientific literature is extracted and stored by phrases in 

their corresponding text files. 

• Then, the embedding of the information which is crucial to transform it 

into computer readable data for the model to understand by employing 

Large Language Model (LLMs) tools. This embedding is multilingual as 

it will be processing phrases in both English and Spanish, but without the 

biomedical contextualization.  

• Following, the training of the model. It will then be able to semantically 

embed the vectors, this time the biomedical meaning will be taken into 

account. The model will consist of a Siamese Neural Network that will 

learn through a Triplet Loss function and will then be able   

• And finally, the creation of a program capable of conducting a semantic 

search and providing the correct URLs. For this, a FAISS index will be 

used, all the embeddings will be loaded into it and will then serve as a 

library capable of finding similar embeddings from an input query using 

distance metrics, specifically Euclidean distance.  
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The following diagram provides a visual representation of the steps that will be 

completed. These are the four main steps, the first two (1, 2) consist of the data 

preparation, the third (3) consist of the model learning and semantic embedding, and 

finally the last step (4) conducts a semantic search. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 Steps Diagram 

1. PARSING OF HTMLs AND PDFs 

 

 

2. EMBEDDING OF THE PHRASES 

   

 

    3. SEMANTIC EMBEDDING 

                  

     4.  SEMANCTIC SEARCH 
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3.1 Parsing of HTMLs and PDFs 

The first step of the preparation of the data was to extract meaningful information 

from scientific literature, which will be the parsing section. In this project, we dealt with 

scientific literature contained in both HTML and PDF formats. So, two different programs 

were developed for the data extraction, one for the HTMLs and another for the PDFs. 

3.1.1 Parsing of HTMLs 

In this first step, we conducted a parsing code for the HTMLs. For the extraction 

of the HTMLs we employed BeautifulSoup a web scraping tool, which allows the 

extraction of data from HTML and XML documents in Python [7]. This specific tool was 

chosen because of its availability in python including other qualities such as increased 

performance, portability and accuracy rate compared to other web scraping tools such as 

Scrapy and selenium [7]. 

With BeautifulSoup we are able to parse HTML code and extract the data from 

it. We are also able to create a structured object called a “parse tree object” from the 

HTML code which allows us to parse and process [8]. 

There were two necessary libraries to be imported for this part of the process. 

The first library, os, a helpful library for dealing with routes and file paths, contains a 

series of functions that allows us to read and write through the file system. The second 

library imported was bs4, which is especially important as it contains the BeautifulSoup 

tool for parsing the HTMLs. 

The next step is to create the parse tree object leveraging the BeautifulSoup parser 

function and extract the necessary information from the html file.  
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In Figure 6 we can see an example of how HTMLs are structured and how in the 

formation is stored, and Figure 7 shows how it is seen on the website. 

 

Figure 7 HTML structure 

 

 

 

 

 

 

 

 

 

 

Figure 8 Website example 
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As we can see from the information provided by Figure 7, HTMLs are 

distributed through different sections which have their own tags allowing the information 

to be identified. By comparing it to the website, we can see that, in this example, all the 

important text is contained in the “p” tags. 

With Beautifulsoup we are able to create what is called a “parse tree object”. 

With this object, we are able to do various operations including navigating, searching and 

modifying the HTML document [8]. To extract the desired text, the html tag in which it 

is contained has to be previously indicated to know where to find it. 

The indicated tag varies depending on the distribution of the HTML file. In this 

case, the information was contained in the “p” tags, but this can change with different 

documents. Another method that can be employed to extract the text that can be 

universally employed is “text = soup.body.get_text()”. With this line of code, all text is 

extracted. It is beneficial as it works for all HTMLs, but all the text is extracted including 

the irrelevant data and filtering has to be conducted to eliminate any unwanted text. 

The final step would be to store the information into a text file separating each 

line into phrases, as we can see in Figure 9.  

Figure 9 Final text file created from parsing 
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3.1.2 Parsing of PDFs 

We also had to create a code that parsed through the files that were in PDF 

format. For this part, BeautifulSoup was not implemented as there was no need. The text 

was extracted directly from the PDF document, instead. 

For the PDF parsing the fitz library was imported. This has a module capable of 

extracting information from PDF documents [9]. With this function, we were able to open 

the pdf document and extract its contents. 

To make sure any unwanted phrases were not saved into the text file, a filtering 

was conducted where a personalized list of stop words was created containing words such 

as “web” or “email” that have no medical relevancy but often appeared in the documents. 

For each phrase extracted, if it contained any of the stop words, the whole phrase was 

disregarded and was not added into the text file. 

3.2 Embedding of the phrases 

The second phase of the preparation of data was to embed the phrases extracted 

earlier into a computer readable format. Embedding is the transformation of non-

numerical values, such as phrases or images, into numerical ones that can be interpreted 

by the computer. 

First, we had to import the necessary libraries. For this process LangChain and 

HuggingFace were leveraged for the embedding of phrases.  

LangChain is an open-source framework available in python that helps in the 

development of applications that use LLMs [10]. Through LangChain we were able to 

import HuggingFaceEmbeddings, an embedding model of HuggingFace. It allows to turn 

the textual phrases into numerical values and has several properties such as capturing the 

semantic meaning of the embeddings or the contextual information [11]. 
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 In figure 10 we can see a possible way to create sentence representations by using 

this framework. We can take advantage of the embedding of each word and calculate the 

embedding of the whole sentence based on those. As we can see in the figure, the whole 

sentence is embedded by words and then a high-dimensional vector is created. 

 

 

 

 

 

 

Figure 10 Visual representation of an embedding process [14] 

3.3 Semantic Embedding 

To do the semantic embedding we first have to create the Siamese Model and train 

it with the embeddings created before. From what it has learned, it will then be able to 

perform its own embedding employing semantic understanding which will allow for the 

program to then do the semantic search. 

For the creation of our Siamese network, we utilized Pytorch, a Python library 

popularly used for deep learning workflows. It allows us to define layers, load the data, 

run optimizers and do the training process [11]. For this, torch library was imported. 

The Siamese network was defined as a class with two methods, one indicating the 

layers that are chained together in a sequential matter, and another defining the forward 

pass of the network. This method takes in three inputs which would be the anchor, positive 

and negative embeddings. 

For the Siamese Networks’ first method, four layers were defined, two outer 

layers (input and output) and two hidden layers. Four layers were defined as it provides 
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enough capacity for the model to learn useful patterns while reducing the risk of 

overfitting. Through torch, the “nn.Linear” function was applied to create the layers. 

Another class was also defined indicating the triplet loss function that the Siamese 

network will train from. In this class, the loss function is defined, and an average loss 

value is returned for each batch (anchor, positive and negative embeddings). 

For the training of the model, a few values had to be defined such as the number 

of epochs, the learning rate and the margin value.  

• The number of epochs indicates the iterations the model has to do within 

one same batch. The value was set to 10 as we are dealing with a large 

data set which needs enough iterations to show good performance but not 

too much that would cause overfitting of the model. 

• The learning rate of the model was set to 0.001, a common value to use 

in deep learning models. This value controls how slow or fast a model is 

going to learn, as it defines the changing rate of the weights of the neural 

network. 

• Finally, the margin value indicates the minimum distance value required 

between the anchor-positive pair and anchor-negative pair during the 

triplet loss computation. This allows the model to learn about the 

distinction between similar and dissimilar values. The margin value was 

set to 1, which is a commonly used value as it is not too small or too big. 

If the value is too small the model will not learn the difference between 

the similar and dissimilar items, and if it is too big, the model will find it 

difficult to satisfy the condition.  

So, the model processed all the embeddings with 10 epochs for each batch, a 

learning rate a 0.001 and a margin value of 1.  
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Figure 11 shows how the model iterates each time through a new epoch, and how 

the loss is reduced. As we can see there may be times where the loss slightly increases 

but it is all part of the learning process. For each batch, the loss function can vary. 

 

 

 

 

 

 

 

Figure 11 Loss function representation through each batch 

The next step would be to do the semantic embedding. For this we had to load 

the previously trained model into python and pass all the vectors through it creating the 

semantic embedding. Finally, they are stored in the corresponding NumPy binary files 

and passed to the semantic search. 

 

3.4 Semantic Search 

This is the final step of the process, where a FAISS module is created and serves 

as a vector database to search for the closest K embeddings after providing an input query. 

Vector databases are databases capable of storing large collections of embedded 

vectors. They do not only offer vector storage but have other capabilities such as vector 

search that is conducted through similarity search between the items [12]. 

FAISS is a library developed by Facebook that provides Approximate Nearest 

Neighbor (ANN) algorithms and serves as a vector search library. The basic structure of 
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FAISS is the index. The index serves as a storage unit for database vectors. During search 

operations, a query vector is passed onto FAISS, and the index returns the closest vectors 

based on Euclidean distance [12]. 

The first step of the semantic search is to create a FAISS index and load all the 

semantically embedded vectors from the previous step into this index. For this, the FAISS 

library was imported into the environment. The index was created though 

“faiss.IndexFlatL2” function. This creates a “Flat” index specifically for similarity search, 

this is, an array for vectors, specifying “L2” parameter, which means that the nearest 

neighbor search will be done through Euclidean distances.  

While the embeddings are being loaded into the FAISS index, another list will 

be created. This list consists of a series of IDs that are associated to each embedding. It is 

created as the embeddings are being individually loaded into the index. The ID represents 

the folder where the embedding is stored. This folder also contains other features such as 

the URL where the embedding originated from, which will be necessary for the next step 

of the semantic search. This way, the embeddings are controlled and the URLs for each 

embedding can be identified.  

After having loaded all the embeddings into the index, the user interaction code 

will be created. First, we will need to employ an embedding function for the input query. 

From the embedded query, the FAISS index will search for the K nearest neighbors, where 

K is a value indicated by the user, using the previously mentioned Euclidean distance. 
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4 RESULTS 

The tool receives an input from a doctor (or anyone who is using the program), 

which includes, for example, textual descriptions of a patient's symptoms. Figure 12 

shows what the user would see and where they would introduce the text: 

 

 

 

 

Figure 12 User interface interaction 

The program generates a series of links based on the input text. These links point 

to resources, articles, or other information considered relevant by the program that could 

provide additional help in understanding or diagnosing the symptoms. The program, 

based on the Euclidean distance to determine the closest embeddings to the input text, 

provides the content shown in Figure 13. 

 

Figure 13 Program URL response 

The URL serves as an address that points to a website that could be of use to the 

physician. Figure 14 shows the website associated to the neighbor 4 URL. This would be 

an article in Spanish that talks about the indigestion of corrosive substances and indicates 

that pain in the abdomen is a possible symptom and that if this pain gets worse, it is 

necessary to investigate the patient’s condition through radiology techniques.  
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Figure 14 Website example from one of the URL results for “abdominal pain” 

Additionally, the program produces two scatterplots. These plots visualize the K 

nearest neighbors generated by both the Siamese model and a generic embedding 

technique, in this case the 15th nearest neighbors. This value of K was chosen to get a 

deeper visual representation of the FAISS index search. Each point on the scatterplot 

represents a neighbor, and the position of the point reflects the similarity between the 

user’s text. This can be seen in figure 15. 

 

 

 

 

 

Figure 15 Scatterplot produced for “abdominal pain” 
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Another example of a scatterplot but with the user introducing the text in English 

“swollen ankles” is shown in Figure 15. 

 

 

 

 

 

 

Figure 16 Scatterplot produced by “Swollen ankles” 

 

 

4.1 Quantitative results: simple input query 

The efficiency of the model was determined by gathering a diverse dataset 

comprising different text inputs from the user along with associated links and calculating 

the precision. In addition, we will ensure that the dataset covers a wide range of topics 

and scenarios relevant to the application domain.  

We will annotate the dataset by manually verifying the association between the 

provided text and the corresponding links. This annotation process serves as ground truth 

for evaluating the model's performance.  

For this we will generate predictions for the inputs in the dataset and set the K 

as 5, so it will generate the 5 nearest neighbors to have a value that allows for further 

analysis. For each of these results, we will compare the generated link with the text input 

and determine if they are truly associated correctly. 
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For it to be truly associated, the website linked to the URL provided must contain 

some type of relationship to the text inside the meaningful information section. In this 

case, the neighbor will be considered as “true positive”, the other case, it will be 

considered as “false positive”. The precision metric was used for system evaluation. This 

measures the proportion of instances that the model correctly identifies as 

positive out of all instances it identifies as positive [13]. It gives an indication of how 

reliable the model's positive predictions are and is given by Equation (2) 

Precision = TP / (TP + FP)        (2) 

 

For experiments, we generated 10 different text inputs and sorted the results as 

“true positive” or “true negative” by manually verifying the association between the 

provided text and the corresponding links. Table 1 shows different phrases that the search 

tool has processed and the number of true positives that the program returned. 

Table 1 Different User texts and true positives associated 

 

 

 

User text TP User text TP 

1. “Picor en la garganta” 3 6. “Piel irritada” 4 

2. “Mareos espontáneos” 4 7. “Caída de pelo” 2 

3. “Deacreased appetite” 2 8. “Dolor de cuello” 4 

4. “Cansancio” 4 9. “Dry hands” 4 

5. “Inflammation of the esophagus” 3 10 “Parálisis de la pierna derecha” 3 
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Now we will calculate the positive predictions from the values extracted from 

the search. We have processed 10 different user texts and determined the number of URLs 

provided were “true positive” or “false positive”, the results were:  

TP: 33  

FP: 17  

Precision = 33/(33 + 17) = 0.66  

So, the precision of the model in this case would be 0.66 or 66%. This means 

that 66% of the instances that the model predicts as positive are indeed true positives.  

4.2 Quantitative results: Advanced input query 

This tool should be able to outperform other platforms such as google. This 

means, it should be able to accept a large query of various sentences and give an 

appropriate response. For this test, we entered the next query:  

“Esta mañana me he levantado con un fuerte dolor abdominal. Decidí tomarme 

un analgésico y descansar un poco más, pero el dolor no cedía. Preocupado, llamé a mi 

médico para pedir consejo. Me sugirió que monitorizara mis síntomas y que si el dolor 

persistía o empeoraba, acudiera a urgencias. Después de unas horas, noté que el dolor se 

concentraba en el lado derecho del abdomen y comenzaba a sentir náuseas.” 

From this input query, the tool provided the next URLs representing the 5 closest 

neighbors: 

Neighbor 1: https://medlineplus.gov/spanish/ency/article/000817.htm 

Neighbor 2: https://medlineplus.gov/spanish/ency/article/000817.htm 

Neighbor 3: https://medlineplus.gov/spanish/ency/article/000817.htm 

Neighbor 4: https://medlineplus.gov/spanish/ency/article/000817.htm 

Neighbor 5: https://medlineplus.gov/spanish/ency/article/000817.htm 

 

https://urldefense.com/v3/__https:/medlineplus.gov/spanish/ency/article/000817.htm__;!!D9dNQwwGXtA!WvhOavxC4JKbhW5VVJRbFcibgPtg2cNNr2uwZbgejxonbHOyg8tdGlc9tayHQJZfCeSqac4lxVi5rF5HhtdULjmis77_$
https://urldefense.com/v3/__https:/medlineplus.gov/spanish/ency/article/000817.htm__;!!D9dNQwwGXtA!WvhOavxC4JKbhW5VVJRbFcibgPtg2cNNr2uwZbgejxonbHOyg8tdGlc9tayHQJZfCeSqac4lxVi5rF5HhtdULjmis77_$
https://urldefense.com/v3/__https:/medlineplus.gov/spanish/ency/article/000817.htm__;!!D9dNQwwGXtA!WvhOavxC4JKbhW5VVJRbFcibgPtg2cNNr2uwZbgejxonbHOyg8tdGlc9tayHQJZfCeSqac4lxVi5rF5HhtdULjmis77_$
https://urldefense.com/v3/__https:/medlineplus.gov/spanish/ency/article/000817.htm__;!!D9dNQwwGXtA!WvhOavxC4JKbhW5VVJRbFcibgPtg2cNNr2uwZbgejxonbHOyg8tdGlc9tayHQJZfCeSqac4lxVi5rF5HhtdULjmis77_$
https://urldefense.com/v3/__https:/medlineplus.gov/spanish/ency/article/000817.htm__;!!D9dNQwwGXtA!WvhOavxC4JKbhW5VVJRbFcibgPtg2cNNr2uwZbgejxonbHOyg8tdGlc9tayHQJZfCeSqac4lxVi5rF5HhtdULjmis77_$
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Even though these five neighbors are from the same website, when we access 

the URL, we can see that it does in fact have useful information regarding the input query. 

The website provides a wide range of information about food allergies including 

possible symptoms that can arise from them. Amongst the numerous general symptoms, 

some of them encompass nausea and abdominal pain, which match the query. In addition, 

it also gives an indication of which steps must be followed in case of a need for medical 

assistance, which is similar to the input text. However, the website does not make any 

mention about concentration of the pain to the right side of the abdomen. 
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5 DISCUSSION 

The tool presented serves as a powerful tool in helping medical professionals by 

using advanced natural language processing techniques and embedding models to analyze 

textual descriptions of patient symptoms. This discussion focuses on the key components 

of the program and their implications for medical practice. This includes the text input 

process and its analysis, the generation of relevant links upon the textual input, the 

program capabilities of processing text in both Spanish and English, the visualization 

through scatterplots of the K nearest neighbors that were identified and an analysis of the 

efficiency of the model by analyzing the contents that the URLs provided contain. 

5.1 Input Processing and Analysis  

One of the fundamental functionalities of the program involves processing 

textual descriptions of patient symptoms provided by doctors. This input serves as the 

foundation for subsequent analysis and investigation. By leveraging NLP techniques, the 

program can interpret and extract relevant information from the textual input, enabling it 

to generate meaningful insights.  

5.2 Generation of Relevant Links  

Upon processing the input symptoms, the program generates a series of links 

that are potentially related to the provided information. These links guide users to a range 

of resources, articles, or relevant information sources that can assist them in 

understanding or diagnosing the symptoms they are investigating. This functionality 

enhances the program's utility by providing medical professionals with access to a diverse 

range of resources and knowledge, thereby facilitating informed decision-making.  

5.3 Integration of Multilingual Resources  

An interesting aspect of the program is its ability to integrate multilingual 

resources seamlessly. For instance, the program does not only direct users to scientific 

literature in English, but also Spanish, as it is seen in the example discussing abdominal 

pain and associated symptoms. This feature expands the scope of accessible information 

and enhances the program's applicability across diverse linguistic contexts. 
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5.4 Visualization through Scatterplots  

In addition to textual recommendations, the program produces visualizations in 

the form of scatterplots to aid in understanding the relationships between the input 

symptoms and relevant cases. These scatterplots visualize the K nearest neighbors 

identified by both the Siamese model and a generic embedding technique. By visually 

representing the similarity between the user's text and other cases, these scatterplots offer 

valuable insights into the clustering and distribution of related information, further 

supporting the diagnostic process. 

5.5 Precision result evaluation 

The evaluation process involved testing the model on 10 different text inputs, 

manually verifying the associations between the provided text and URLs, and then 

calculating the number of true positives and false positives generated by the model. The 

precision metric helps assess the reliability of the model's predictions in this context, with 

a higher precision indicating a higher proportion of correct predictions relative to 

incorrect ones.  

This evaluation was also conducted with different values of K, and concluded 

that as the value of K decreased, precision increased and while the value of K increased, 

the precision of the model decreased. In addition, more complex input phrases, such as 

those that contain more than one symptom had less precise results. Reasons of this could 

be that the model does not integrate sufficient information to have enough websites that 

contain this information, or the model may have needed another iteration during the 

training process. 

Another conclusion is that the text inputs written in Spanish generally seemed to 

have a higher number of true positives than those texts written in English. This could be 

due to the fact that most of the websites from which the information was extracted had 

contents written in Spanish, so there were fewer websites in English for the model to learn 

from. But we have to bear in mind that this evaluation was very superficial and just gives 

us a bit of guidance of the precision of the model. 
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5.6 Limitations  

Limitations that have appeared during the development of this project include 

problems with web scrapping, the embedding process, and the prolonged time it took for 

the preparation of data and running of the code.  

Firstly, the collection of information during the parsing of HTMLs had some 

difficulties. This was due to the fact that many groups of websites contained a different 

HTML structure and therefore the important information was contained in different 

sections depending on each HTML. It is possible that some irrelevant information was 

extracted, and the model processed that information considering it as medical data, which 

could have affected the results of the program.  

And secondly, there were challenges in the preparation of data. First the 

embedding of the phrases extracted from the scientific literature took an immense amount 

of time to finish executing and secondly, the model also took a very long amount of time 

to process the embeddings and learn from it. This is possibly due to the large content of 

data (approximately 31000 different files to process), resource constraints such as limited 

memory and external dependencies such as the performance of the computer used for the 

development of the project. 
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6 CONCLUSIONS 

This tool exemplifies the convergence of natural language processing techniques 

and medical informatics, offering insights for enhancing clinical decision-making. By 

seamlessly integrating with the workflow of healthcare professionals, the program is a 

promising tool for the process of symptom analysis and diagnosis, providing practitioners 

with rapid, evidence-based insights. 

Through its input processing abilities, the program transforms textual 

descriptions of patient symptoms into the generation of relevant links to scientific 

literature and resources, coupled with the utilization of embeddings from a Siamese 

model, and augments the diagnostic process by providing clinicians with access to a broad 

range of relevant information. 

Essentially, the program represents a way of using artificial intelligence to 

improve clinical decision-making, offering a series of computational results and medical 

expertise. As the landscape of healthcare continues to evolve, such innovative solutions 

hold tremendous promise in driving improvements in patient outcomes, ultimately 

contributing to the advancement of medical practice and the betterment of human health. 

Limitations that have appeared during the development of the project include 

problems with web scrapping, the embedding process, and the prolonged time it took for 

the preparation of data and running of the code. Factors that influenced these limitations 

include the diversity of the different HTML structures, the large contents of data that were 

worked with and the computers own limited memory and capacity among other different 

factors. 

Finally, some future work that could be interesting to consider is as follows: to 

give the model more scientific literature that could improve its accuracy and provide more 

comprehensive results; exploring alternative learning methods, such as contrastive loss, 

and different neural networks, such as convolutional neural networks, to determine if 

there are any performance improvements; use of devices with larger capacity, to speed-

up the time execution, as well as more memory resources; integration of patient data and 

learn from it to provide more personal results for each patient; and integrate some level 

of security measures such as excluding patients’ name and other medically irrelevant 
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information. In conclusion, while the program has shown promising results in leveraging 

NLP and embedding models for medical text analysis, there is potential for further 

development.  
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