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A B S T R A C T

Cryo-electron tomography is an imaging technique that allows the study of the three-dimensional structure of
a wide range of biological samples, from entire cellular environments to purified specimens. This technique
collects a series of images from different views of the specimen by tilting the sample stage in the microscope.
Subsequently, this information is combined into a three-dimensional reconstruction. To obtain reliable
representations of the specimen of study, it is mandatory to define the acquisition geometry accurately. This
is achieved by aligning all tilt images to a standard reference scheme. Errors in this step introduce artifacts
into the final reconstructed tomograms, leading to loss of resolution and making them unsuitable for detailed
sample analysis. This publication presents algorithms for automatically assessing the alignment quality of the
tilt series and their classification based on the residual errors provided by the alignment algorithms. If no
alignment information is available, a set of algorithms for calculating the residual vectors focused on fiducial
markers is also presented. This software is accessible as part of the Xmipp software package and the Scipion
framework.

1. Introduction

The three-dimensional (3D) structural analysis of biological spec-
imens is a significant milestone in modern biology. The integration
of structural and functional information provides scientists with the
necessary tools to understand the underlying biological organization
of the sample. Cryogenic electron tomography (cryo-ET) is a sophis-
ticated imaging technique extensively utilized in exploring biological
complexes. It allows the study of the structure of macromolecules
without losing the information of their biological context. This tech-
nique enables the study of various biological samples, from cellular
environments to purified complexes.

As in classical cryo-electron microscopy (cryoEM), in its variant
of single-particle analysis (SPA), the biological specimen in its native
hydrated state is rapidly frozen and then imaged via a Transmission
Electron Microscope (TEM) under cryogenic conditions, with the main
difference that the sample is tilted in the image acquisition process.
Thus, cryo-ET has become an essential tool for studying the structure
and function of macromolecular complexes in situ, such as cell ma-
chinery and viruses. Tomography has allowed a higher level of detail
of biological processes at the molecular level, with applications in
multiple disciplines, such as structural biology, virology, cell biology,
and drug discovery (Robertson et al., 2020; Van Drie and Tong, 2022).

In detail, cryo-ET allows the determination of the three-dimensional
structure of the sample by combining projective information from
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different views. Thus, by rotating the sample holder inside the TEM,
it is possible to acquire a set of two-dimensional projective images.
Then, the projective information in this set of images is subsequently
combined into the three-dimensional space, elucidating the internal
structure of the sample under study. However, correcting the sam-
ple’s relative movements and estimating the acquisition’s geometry are
mandatory before this reconstruction. This is the aim of the tilt series
alignment algorithms. Any error introduced in this step will compro-
mise the final reconstruction, resulting in the loss of detailed structural
information. This work presents a set of algorithms to evaluate the
alignment quality.

In some sample preparation protocols, gold bead particles are in-
cluded as high-contrast markers acting as reference points in the tilt
series acquisition. Some alignment algorithms exploit these points to
make alignment calculations easier and more robust by tracking their
position along the series and solving the geometry of the acquisition.
These are known as fiducial-based algorithms (Sorzano et al., 2009;
Castano-Diez et al., 2010; Mastronarde and Held, 2017; Fernandez
et al., 2018; Fernandez and Li, 2021; Seifer and Elbaum, 2022; Sorzano
et al., 2020; Coray et al., 2024; Xu et al., 2024). A different set of
methods is employed in samples where these particles are absent,
known as fiducial-less algorithms (Zheng et al., 2022; Galaz-Montoya
et al., 2015). This family of algorithms is based on an iterative process
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Fig. 1. Schematic definition of residual vectors. (A) represents the projection of the three-dimensional coordinate onto every tilt image (black dots) and the detected fiducials
in each tilt image (circles, squares, and triangles). Thus, the residual is defined as the vector whose origin is the projection of the fiducial coordinate and the endpoint in the
detected landmark. (B) represents the calculated set of residuals for each fiducial in the sample. A hypothetical case with only three fiducials and three tilt images is presented
for simplicity.

of alignment and reconstruction in which the reconstructed volume is
reprojected and matched to the acquired tilt series.

The study of the performance of the alignment algorithms followed
in this work is based on the calculation of residual error vectors. A
residual vector is a two-dimensional vector representing the detected
marker’s relative position in the tilt image compared to its calculated
position after solving the series alignment. Thus, the set of residual
vectors measures the quality of the computed alignment in a tilt series.
A schematic of this definition is shown in Fig. 1.

The goal of residual-based algorithms is to minimize the magni-
tude of the residual vectors, thus minimizing the reprojection error.
Using residual error vectors as a quality metric to report alignment
errors is common, even for fiducial-less approaches. In cases where
the alignment algorithm does not provide this measurement, this work
introduces a set of algorithms for calculating these residual vectors.
However, in that case, it will only be possible if the sample includes
fiducial markers.

The alignment quality assessment algorithm is tested using the
residual vectors from the alignment algorithm and those calculated by
the new algorithm introduced in this work. This approach evaluates the
algorithm’s ability to classify tilt series accurately and the performance
of the residual calculator to generate residuals that reflect alignment
quality as effectively as the alignment algorithm.

A common practice in the field is to use heuristic techniques to
detect the presence of misalignment. These techniques could include
visual inspection of aligned tilt series, artifacts in the reconstructed
tomogram, or visualization of the trajectories of high-contrast points in
the protected tilt series. This work presents an automatic alternative
to the misalignment detection problem that does not require user
intervention and offers an autonomous quality alignment classification
of input tilt series.

Previous work took advantage of the artifacts observed in the tomo-
graphic reconstruction of tilt series that present alignment errors (de
Isidro-Gómez et al., 2024). This approach, although practical, presents
a double pitfall: first, the calculation of the tomographic reconstruc-
tion is required, implying a computational payload; and second, the
reconstruction process might shadow some of the most subtle align-
ment errors, becoming imperceptible in the tomogram. The algorithms
presented in this work focus directly on the tilt series to assess the
alignment quality, so these two pitfalls are avoided.

In summary, we address the need to automatically assess the perfor-
mance of any tilt series alignment by working directly on the tilt series
and avoiding tomographic reconstruction. Hence, the need for manual
inspection of the alignment results is avoided, freeing the users from
the manual, laborious, and error-prone task of analyzing the alignment
quality of the series. The algorithm presented in this work has been
implemented in Xmipp (de la Rosa-Trevín et al., 2013; Strelak et al.,
2021). It is also accessible through the Scipion workflow engine (de
la Rosa-Trevin et al., 2016), within its tomography environment Scipi-
onTomo (Jimenez de la Morena et al., 2022) under the protocol name
xmipptomo - detect misaligned ts.

2. Methods

The goal of residual-based algorithms is to minimize the repro-
jection error by reducing the magnitude of the calculated residu-
als (Sorzano et al., 2020)

𝐸 =
∑

𝑖

∑

𝑗∈𝑉𝑖

‖𝐩𝑖𝑗 − (𝐴𝑖𝐫𝑗 + 𝐝𝑖)‖2, (1)

being 𝐫𝑗 the 𝑗th three-dimensional coordinate and 𝐩𝑖𝑗 its projection
onto tilt image 𝑖. The matrix 𝐴𝑖 is the projection matrix accounting
for the tilt around the tilt axis and a subsequent in-plane rotation,
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Fig. 2. Scheme of the workflow for tilt series alignment classification. Boxes in bold highlight the steps solved by the algorithms presented in this work.

while 𝐝𝑖 is a 2D vector accounting for an in-plane shift of the 𝑖th
image. Errors in minimizing this function with respect to 𝐴𝑖 may lead to
misaligned tilt series. Based on the authors’ observations, errors in the
pre-alignment of the tilt series (where only shifts are typically corrected
via cross-correlation) and suboptimal detection of the landmarks in the
tilt images are common sources of alignment errors, in addition to the
presence of local minima typical of any optimization problem.

This section introduces the algorithms developed to detect align-
ment errors based on residual vectors and their characterization. First,
we present an algorithm for analyzing these residuals in search of
possible misalignments in the series. If the alignment algorithm does
not provide the residual vectors, a set of algorithms for their calculation
based on detecting fiducial markers in the sample is introduced. A
schematic of the proposed workflow is introduced in Fig. 2.

2.1. Residual-based alignment errors detection

This algorithm aims to detect alignment errors through the study
of residual vectors, as these provide a measure of the relative position
of the detected fiducial in the tilt image with respect to its projected
location after solving the alignment, thus providing a measure of the
alignment quality. Software packages widely use residual errors in
quality measure reports. Software packages widely use residual errors
in quality measure reports. It presents the advantage that they are
available using different alignment strategies, from fiducial-based al-
gorithms (using gold beads as landmarks) to patch-tracking algorithms
(used in fiducial-less samples).

In the development of this work, several measurements and statis-
tics have been studied to characterize the alignment errors present in

the tilt series from the reported residual vectors. All calculated statistics
are saved and reported to make this information available to the user
and any posterior data curing or statistic-based filtering of the analyzed
tilt series. All these parameters might be calculated globally or per tilt.
The statistics reported are as follows:

1. Convex hull: if the set of residuals represents a set of points 𝐶,
the convex hull is defined as the unique and minimal convex
subset containing 𝐶. The residual vectors are characterized by
reporting the area and perimeter convex polygon defined by this
subset of points (Gonzalez, 2009).

2. Binomial test: used to detect deviations in the sign of a set
of residuals (Zar, 2010). The hypothesis is that residuals are
randomly distributed, meaning there is no bias in the direction
of the residuals, and their sign is equally likely (𝑝 = 0.5). This
hypothesis is tested by defining as a statistic the probability of
observing 𝑘 positive-signed (or negative) residuals in a total set
of 𝑛 elements, as described in Eq. (2)

𝑃 (𝑘) =
(

𝑛
𝑘

)

𝑝𝑘(1 − 𝑝)𝑛−𝑘. (2)

Since residuals are two-dimensional vectors, two tests can be
performed, one in X and another in Y direction. Thus, this hy-
pothesis is tested positive if the reported 𝑝-value of the binomial
test is lower than a significance level (typically 0.05).

3. F-test: used to detect differences in the directional variances of
a population of residuals. First, the covariance matrix of the set
of residuals is calculated, defined in Eq. (3)

Σ =
(

𝜎2𝑥 𝜎𝑥,𝑦
𝜎𝑦,𝑥 𝜎2𝑦

)

, (3)
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the eigenvectors of the covariance matrix determine the direc-
tions of maximum variance in the residual population, while the
eigenvalues, 𝜆1 and 𝜆2, determine the dispersion of the residuals
along these axes (Lowry, 2014). The hypothesis to be tested is
that the difference in the dispersion over both directions is not
significant. For this, the statistic of the F test is defined as the
quotient of the two eigenvalues, defined in Eq. (4)

𝐹 =
𝜆1
𝜆2

, (4)

this hypothesis is tested positive if the reported 𝑝-value of the
F-test is less than a significance level (typically 0.05).

4. Augmented Dickey–Fuller test: to test if a population of residuals
is stationary (it does not have a unit root). If the set of residuals
is stationary, no trend or seasonal effect is present in the data.
This means the residuals are randomly distributed, and the mean
and variance should be constant along the tilt series. In other
words, this test hypothesizes that the residuals present a random
walk behavior (Dickey and Fuller, 1979). The statistic of the
augmented Dickey–Fuller test is defined in Eq. (5)

𝐷 𝐹𝜏 =
�̂�

𝑆 𝐸(�̂�)
, (5)

where �̂� is the autoregressive term, a quantification of the influ-
ence of the previous value of the series on the current one, and
𝑆 𝐸(�̂� = 𝜎

√

𝑛
) is the standard error of �̂� where 𝜎 is the standard

deviation and 𝑛 the number of observations of the sample. Thus,
if the statistic value is more negative than the critical value, the
hypothesis is rejected, which means that the series is stationary.
Intuitively, this test aims to measure whether the residuals have
a random walk distribution or exhibit some directional bias,
implying a potential drift in the alignment.

5. Mahalanobis distance: a measure of the distance of each residual
to a specific distribution defined by

𝐷 =
√

(𝐞 − 𝝁)𝑇Σ−1(𝐞 − 𝝁), (6)

where 𝐞 represents the residual vector, 𝝁 represents the mean
of the residual population, and Σ represents the covariance
matrix (Mahalanobis, 2018). We assume a set of residual vectors
follows a two-dimensional Gaussian distribution if the tilt image
does not present a large misalignment. Note that 𝝁 = 0 for our
specific case, since the Gaussian residual distribution has zero
mean.
Thus, each residual is weighted based on its Mahalanobis dis-
tance to a two-dimensional isotropic distribution with a covari-
ance matrix Σ, whose variance is characterized by the fiducial
size. This is defined in Eq. (7)

Σ =
(

𝜎2𝑥 0
0 𝜎2𝑦

)

, (7)

where 𝜎2𝑥 = 𝜎2𝑦 = 𝜎2, assuming that the residuals do not have
any skew in their distribution. By default, a 𝜎2 value equal to
one-third of the fiducial size is proposed, ensuring that 99.7% of
the residuals fall within the fiducial radius in a Gaussian distri-
bution. This threshold is meant to be modified if a more relaxed
or strict scenario is pursued. If the residual vectors come from
fiducial-less samples, this parameter may be adjusted to allow
for the smallest relative movements that ensure a sufficiently
accurate reconstruction.

However, for the automatic detection of alignment errors, it is
essential to select a statistic (or a set of them) that allows for a robust
assessment of the tilt series alignment. From the experiments performed
to detect the statistics that hold the most information to characterize
the residuals, it has been concluded that the Mahalanobis distance is
the most resilient quality metric. This is further explained in the Results
section.

Both global and per-tilt misalignment detection are driven once
every residual vector is weighted by its Mahalanobis distance. First, a
global analysis is performed, and every chain of landmark residuals is
analyzed. Each chain comprises a set of residuals referenced to the same
landmark at every tilt image, with as many chains as fiducials used
in the alignment. If the proportion of chains that exhibit an average
Mahalanobis distance greater than 1 exceeds a specified threshold, the
tilt series is flagged as misaligned, and the analysis is concluded. This
threshold is set at 0.8, meaning that at least 80% of the chains must be
classified as aligned.

If global misalignment is not detected, an equivalent analysis is
performed for each tilt image with two possible criteria to report
misalignment. First, misalignment is flagged if the average Maha-
lanobis distance of all residuals in the image exceeds one. Alternatively,
a voting criterion is used to determine whether the percentage of
residuals with a Mahalanobis distance greater than one exceeds a
certain threshold (by default 80%). Additionally, a parameter allows
the user to specify the maximum number of tilt images that can exhibit
misalignment. The entire series is flagged for global misalignment if
this threshold is exceeded. If not, only the misaligned tilt images are
excluded from further processing.

Finally, we would like to suggest modifying the previous approach,
which is more resilient to noisy residual vectors. For this, we use the
Z-score, defined in Eq. (8)

𝑍 =
|𝑒| − 𝜇

𝜎
. (8)

Before computing the global and per-tilt average residual distances,
residuals whose Z-score exceeds a given threshold (the default pa-
rameter is three standard deviations) are removed. This behavior is
particularly interesting if the alignment algorithm does not provide the
residual vectors and another algorithm must calculate them, as intro-
duced in the next section. This additional filter makes the assessment
of alignment quality more robust if the calculation of the residuals is
noisy.

Apart from those mentioned above, any tilt series for which at least
two three-dimensional coordinates are not provided is excluded from
this analysis and classified as misaligned. This is because it is impossible
to solve the alignment of a tilt image with only a single projection point
if the tilt axis orientation has to be calculated. Calculating the shifts and
rotations for every image to reference them to a common geometry is
necessary.

2.2. Residual vectors calculation

Scientists do not always have access to alignment quality metrics,
particularly the alignment residual vectors. Sometimes, they rely solely
on alignment transformations or aligned tilt series. However, to our
knowledge, only a few alignment algorithms do not provide any of
this information (Zheng et al., 2022). Thus, we introduce algorithms to
calculate the residual vectors needed to feed the algorithm proposed in
the previous section. To achieve this, the three-dimensional coordinates
of a subset of fiducials in the sample must be provided. In an earlier
work (de Isidro-Gómez et al., 2024), we introduced an algorithm for de-
tecting these gold beads in case this information is unknown to the user.
However, this implies the drawback of calculating the tomographic
reconstruction of the tilt series.

The robustness of this step is critical to detecting alignment errors
in tilt series. The number of landmark coordinates provided and the
quality of the calculated residuals will drive the performance of the
misalignment detection algorithm. Nonetheless, several quality control
steps have been introduced to ensure the algorithm’s robustness to
outliers.

This section presents two algorithms. The first algorithm aims to
detect fiducial markers, a problem that remains an open challenge in
the field (Hou et al., 2024). To achieve this, the steps described below
will be executed on each tilt image of the series. The results obtained
at each step of the algorithm are exemplified in Fig. 3.
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Fig. 3. Intermediate results at different stages of the fiducial detection algorithm: (A) original tilt image, (B) result after landmark enhancement and background subtraction, (C)
result after Z-score thresholding, (D) result after maximum pooling and directional filter, (E) labeled regions of interest after preprocessing, and (F) inpainting of the resulting
detected landmarks after filtering the regions of interest. This tilt image belongs to tilt series E48g4_30 from EMPIAR 11457 dataset at 0◦. An equivalent figure at 60◦ its provided
in the Supplementary Material.

1. Interpolation edges detection: Due to image interpolation during
the alignment process, sharp edges are introduced in the images.
Also, in some cases, artifacts are observed on the border of the
tilt images (see Supplementary Material, Fig. 4 and Movie 1).
Thus, when the images are aligned, these artifacts are reallocated
in sensitive regions, even spoiling the postprocessing of the
images. To solve this, we detect the background of the images,
calculating the gradient magnitude image with the use of a Sobel
filter defined in Eq. (9)

𝑀(𝑥, 𝑦) =
√

(𝐺𝑥 ⋆ 𝐼(𝑥, 𝑦))2 + (𝐺𝑦 ⋆ 𝐼(𝑥, 𝑦))2, (9)

being 𝐺𝑥 and 𝐺𝑦, the gradient kernels in the vertical and hor-
izontal directions, and ⋆ the convolution operator. Then, the
contour of the images is removed and set to the background
value, removing any possible interpolation artifact.

2. Downsampling: The images are downsampled, targeting a spe-
cific size of the fiducials. This operation increases the signal-
to-noise ratio and computational efficiency. Also, it allows the
definition of convolutional kernels to be used in posterior steps.

3. Landmark enhancement: The downsampled images are
convolved with a fiducial kernel for enhancement. Fiducials are
modeled as a two-dimensional Gaussian distribution as defined
in Eq. (10)

𝑓 (𝑥, 𝑦) = 1
2𝜋 𝜎𝑥𝜎𝑦

exp

(

− 𝑥2

2𝜎2𝑥
−

𝑦2

2𝜎2𝑦

)

, (10)

as in Eq. (7), 𝜎2𝑥 = 𝜎2𝑦 = 𝜎2, imposing no skew in the definition of
the kernel. The sigma value is adjusted to one-third of the land-
mark target size from the previous downsampling step. Finally,
a rolling-ball background subtraction is applied to the image,
with the ball radius set by default to two times the landmark
target size (Sternberg, 1983). Customization of this parameter is
allowed, ensuring the preservation of fiducial candidates while
removing background information. Intermediate results of this
step are shown in Fig. 3 B.

4. Detect outlier elements. All the pixels inside the interpolation
limits calculated in the first step are analyzed. Those presenting
z-scores lower than a given threshold are masked from further
analysis, keeping only the outlier values. Intermediate results of
this step are shown in Fig. 3 C.

Then, the images are morphologically dilated (comparable to a
maximum pooling operation) to keep the landmark regions more
homogeneous. After the thresholding, non-fiducial high-contrast
elements might not have been masked out. A band-pass direc-
tional filter is applied to ensure the detection’s robustness. The
image is directionally filtered in as many directions as the user
inputs (8 directions by default) with an angle amplitude of 10◦

for the complete cone. Each direction is also bandpass filtered,
centered in the landmark target size. Finally, each direction is
combined in a weighted mark applied to the image. Thus, round
objects (landmarks) are preserved while removing those with a
high signal-to-noise ratio but presenting different shapes (such
as carbon edges or membranes). Intermediate results of this step
are shown in Fig. 3 D.

5. Filter regions of interest. Finally, the pixels from the previous
filtered and masked image with a z-score lower than the given
threshold are removed from any further processing. Interme-
diate results of this step are shown in Fig. 3 D. The image is
subsequently labeled, and two different criteria morphologically
analyze each region:

• Relative area: those regions significantly bigger or smaller
than the expected area of the target landmark are removed.

• Circularity: those regions whose shape differs significantly
from a circle, measured as the ratio between the area of
the regions and the area of its circumscribed circle are
removed.

Thus, after applying these filters, only those regions from the
previous image that fulfill the morphological constraints are
included as potential fiducials. Intermediate results of this step
are shown in Fig. 3 F.

6. Coordinates centering. Optionally, coordinated can be centered
by the maximum shift obtained from the Fourier correlation of
each landmark with its mirror.

The second algorithm is fed with the landmarks’ location at each tilt
image. A set of residual vectors is calculated for each tilt image, com-
puting the distance between the projection of each three-dimensional
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Fig. 4. Schematic of the residual calculation algorithm, showing the projection of the
fiducial coordinate onto the tilt image (black dots) and defining the residual as the
vector from the projection to the nearest detected landmark (empty dot).

coordinate to its closest detected fiducial. As with the previous algo-
rithm, the set of operations applied to each tilt image is outlined in the
following paragraphs.

1. Residual vector calculation. First, the set of three-dimensional
coordinates is projected onto each tilt image. Let 𝐫𝑗 be the
𝑗th three-dimensional coordinate and 𝐩𝑖𝑗 its projection onto tilt
image 𝑖

𝐩𝑖𝑗 = 𝐻 𝑅𝜙𝑖𝐫𝑗 , (11)

where 𝐻 is the matrix that projects the three-dimensional co-
ordinate into its 𝑋 and 𝑌 components, and 𝑅𝜙𝑖 is a rotation
matrix of 𝜙𝑖 degrees corresponding to the tilt angle of each tilt
image. Notice that no parameter for in-plane shift or rotation is
introduced in the projection, unlike in Eq. (1). Although these
parameters are typically included in alignment models, errors in
estimating these parameters lead to the misalignment we aim
to detect. As illustrated in Fig. 4, this step involves calculating
the projection of the three-dimensional coordinates onto each tilt
image (black dots).
Being 𝐬𝑖𝑘 the closest detected landmark in tilt image 𝑖 to the
projection 𝐩𝑖𝑗 , the residual vector is defined in Eq. (12)

𝐞𝑖𝑗 = 𝐬𝑖𝑘 − 𝐩𝑖𝑗 , (12)

which is illustrated in Fig. 4 as the vector whose origin is in the
detected projection (black dot) and ends in the closest detected
landmark (empty dot).

2. Residual vector pruning. A robust detection of misalignment re-
quires a good estimation of the residual vectors. However, sup-
pose the fiducial corresponding to the projection of one of
the three-dimensional coordinates is not detected. In that case,
the resulting vector will not adequately characterize the qual-
ity of the tilt series alignment. This is especially pernicious in
an aligned tilt series, as the vector modulus transitions from
quasi-null to one of significant magnitude.
However, if it is an aligned series, the resulting vector will
originate from a landmark (the one that has not been correctly
detected) and end at another (the next closest one that has been
detected). Note that this does not occur if the tilted image is not

correctly aligned. In this way, the correlation of the regions at
the origin and the end of the vector can be calculated. If the cor-
relation is significant, it validates that the residual originates and
ends in a fiducial, removing this residual from future processing.

3. Metadata generation. The vectors that survived the previous
pruning are collected into metadata relating the three-
dimensional coordinate, the landmark in each tilt image closest
to each projection, and the residual vectors associating their
relative positions. With this information, it is possible to feed
the misalignment detection algorithm introduced in the previous
section.

3. Results

This section presents the results of the introduced methods. First,
an analysis of the quality metrics introduced in this work is provided,
followed by the performance of these methods on three different public
datasets available in the EMPIAR public archive (Iudin et al., 2022).

All datasets are processed uniformly before analysis. The tilt series
are aligned using the IMOD software package (Mastronarde and Held,
2017) (correcting for both shift and angle) and then visually inspected
for classification, segregating the series with the correct alignment from
those without.

To consider a tilt series aligned, the transition between the tilt
images that compose it must be smooth, and the common landmarks
between the different images must describe rectilinear trajectories per-
pendicular to the tilt axis (which by convention is positioned vertically
and centered in each image). Focusing on high-contrast elements com-
mon to all images and observing the trajectories they describe facilitate
this identification. (See also Supplementary Material, Movies 1 and 2
and Fig. 3).

The maximum number of allowed misaligned tilt images is also set
to zero. Thus, if a single image is labeled misaligned, the entire series
is labeled misaligned. This criterion maximizes the algorithm’s level of
stringency. The rationale behind this approach is to ensure that in our
experiments, no error in the classification algorithm is shadowed for
any tilt image. Thus, all errors are evident in the confusion matrices in
the following sections.

For each dataset analyzed, a confusion matrix is presented, divided
into two sections based on whether the residual vector source that
feeds the classification algorithm is the alignment algorithm (IMOD)
or the residual vector calculation algorithm introduced in this work
(Automatic).

This work does not aim to analyze the performance of the IMOD
alignment algorithms. A better parameter tuning and tilt series prepro-
cessing, such as dose filtering or CTF correction (which localizes the
signal in the real space (Glaeser et al., 2021)), could lead to improved
performance. Also, some of these tuned choices are sample-dependent.
The aim is to provide algorithms that can detect alignment errors in an
automatic processing pipeline, where the same parameters are used for
all acquired tilt series.

Authors are aware of alternative methods in tomography for tilt
series alignment. However, IMOD is considered a standard in the field
and provides a comprehensive report of the residual alignment vectors,
allowing performance comparison with the methods presented in this
work. Thus, we consider this work of special relevance for pipelines
that include IMOD as their tilt series alignment algorithm. All of this
processing pipeline has been executed in the ScipionTomo framework,
ensuring its reproducibility and validation.

Regarding the computational load of the presented algorithms, both
exhibit very short execution times. Misalignment detection algorithm
execution is almost instantaneous, while the calculation of residuals,
although slightly more costly, takes only a few seconds. Additionally,
there are no significant differences in execution time relative to image
size, as a downsampling process is applied to the images.
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3.1. Quality metrics analysis

In the Methods section, a set of metrics is introduced to evaluate the
alignment quality of a tilt series that can be grouped into three different
conceptual groups: statistical test-based metrics (binomial test, F test,
and augmented Dickey–Fuller test), geometric metrics (perimeter and
area of the convex hull), and distance metrics (Mahalanobis distance).
These metrics are calculated for both chains of residuals associated with
the same fiducial along the tilt series, as well as for each set of residuals
belonging to the same tilt image.

A typical behavior observed in alignment algorithms is that only
a subset of tilt images, particularly those at high tilt, are not well-
referenced to the common geometry. This results in the metrics com-
puted over chains of residuals overshadowing the subset of misaligned
images if their number is not significant enough. This imposes the
limitation that any metric selected for automatic quality assessment
must accurately characterize both global misalignment of the tilt series
and local misalignment, computed individually for each tilt image. This
limitation is more significant than it might initially appear, as some
alignment algorithms require only a few fiducials (sometimes just 2 or
3) to resolve the alignment, leading to a reduced set of residuals on
which to perform the analysis.

Given these limitations, it has been observed that the Mahalanobis
distance provides results that allow for the assessment of alignment
quality, as demonstrated in the following results sections. In the ideal
case where the alignment is perfectly solved, all residuals should have
zero modulus. However, when the perfect solution is abandoned, the
residual vectors consistently have a non-zero modulus. If the calculated
solution begins to deviate from the ideal, the residual vectors will
start to form a two-dimensional pattern. If the calculated alignment is
sufficiently close to the ideal solution, it is expected to resemble a two-
dimensional Gaussian distribution with a reduced standard deviation.
As introduced in the methods section, the standard deviation of the
typical distribution of residual vectors for an aligned series is set to
one-third of the fiducial radius. This defines a distribution where the
majority (99.7%) of the residual vectors are expected to have a modulus
smaller than the fiducial radius. If the researcher wishes to be more
stringent in the assessment of the tilt series alignment, this value can
be reduced. Thus, the Mahalanobis distance effectively detects outlier
elements that unexpectedly deviate from this expected distribution.

The effectiveness of the Mahalanobis distance in characterizing
the alignment quality is observed in Fig. 5 (left), where the distri-
bution of values is significantly different when comparing an aligned
tilt series with a misaligned one. Establishing a threshold for images
with an average distance of their residuals greater than one is also
straightforward.

Among the metrics introduced in the Methods section, those based
on statistical tests do not adapt well to the local alignment quality
assessment. As mentioned above, in those cases where the number
of fiducials used to assess misalignment is limited, it is not possible
to obtain significant results from a statistical test since the sample is
not sufficiently large. Furthermore, these tests search for an uneven
distribution of the signs of the residual or a bias in its direction.
Although these metrics are informative, they are prone to false positives
(a misaligned tilt series with high-modulus residuals may present an
isotropic distribution) and false negatives (an aligned tilt series with
low-modulus residuals may present bias in its direction). The limitation
of these metrics to characterize the quality of alignment is exemplified
in Fig. 5 (left), where no significant differences in their behavior are
evident when comparing the results obtained from an aligned series
with those of a misaligned one.

Finally, metrics based on the geometry of the fiducials are absolute
metrics. This introduces the limitation of complex thresholding when
using these metrics to determine if a set of residuals belongs to a
misaligned tilt series. This behavior can be observed in Fig. 5 (right),
where, although there is a significant difference in the results obtained

Table 1
Confusion matrix for EMPIAR-10453 dataset.
EMPIAR 10453 Predicted

Source of residuals IMOD Automatic

Aligned Misaligned Aligned Misaligned

Real Aligned 175 0 175 0

Misaligned 3 59 2 60

for these metrics (especially for the area of the convex hull), the
problem of selecting a threshold is also evident. In addition, these
metrics are sensitive to possible directional bias in the residuals. If the
residual vectors point in a similar direction, the area and perimeter of
the convex hull significantly decrease when compared to an isotropic
distribution of the fiducials.

Although the Mahalanobis distance is chosen as the metric for
automatic alignment quality assessment, all these metrics are reported
for every tilt image and residual chain. This approach provides the
user with the ability to perform additional filtering of the classifications
obtained according to these metrics.

3.2. EMPIAR-10453

The first dataset analyzed corresponds to entry 10453 of the EM-
PIAR database (Turoňová et al., 2020). The sample presents a SARS-
Cov-2 spike at a pixel size of 1.33 Åand gold beads of approximately
10 nm. This dataset comprises 237 tilt series and, after a one-by-
one visual inspection, 61 present misalignment. Misalignment analysis
using the presented algorithms was carried out, and the confusion
matrices of the results obtained are presented in Table 1. In this table,
the predicted classification and ground truth are compared. The table
is divided based on the source of the residual vectors: the alignment
algorithm (left) or the algorithm introduced in this work (right).

The F1 score is used to measure the performance of the classification
algorithm. This metric is defined as

𝐹1 = 2 precision ⋅ recall
precision + recall = 2 ⋅ TP

2 ⋅ TP + FP + FN , (13)

where TP, FP, and FN are the number of true positives, false positives,
and false negatives elements from the confusion matrices, respectively.

For completeness, the Jaccard index is included as an alternative
performance measure. Unlike the F1 score, which tends to flatten,
the Jaccard index exhibits rapid decay, making it more sensitive to
classification errors. It is defined as:

𝐽 = TP
TP + FP + FN (14)

and, as in the previous case, TP, FP, and FN are the number of
true positives, false positives, and false negatives elements from the
confusion matrices, respectively.

For the IMOD residuals, three misaligned tilt series are misclassified,
leading to an F1 score of 0.992 and a Jaccard index of 0.9831. In
addition, when the residual vectors are provided by the algorithm
presented in the work, two misaligned tilt series are misclassified; the
F1 score is 0.995, and the Jaccard index is 0.988.

It should be noted that only one false positive is shared between
both sources of residuals. This tilt series exhibits an unusual distribution
of the fiducials, all clustered in one corner of the images (see Supple-
mentary Material, Fig. 5). This distribution results in low-magnitude
residuals, but some instability in the series alignment can be observed,
becoming more pronounced in those regions away from the fiducial
cluster. This is a clear example of the well-known importance of a
homogeneous distribution of the fiducials.
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Fig. 5. Metrics calculated for each tilt image from two series in the EMPIAR dataset 10453. The left column displays metrics from an aligned tilt series (TS_005), while the right
column shows metrics from a misaligned tilt series (TS_233). For clarity and scale convenience, metrics are divided into three groups: the top row presents statistical tests, the
middle row depicts geometrical measurements, and the bottom row illustrates Mahalanobis distances. Note that the geometrical metrics (convex hull area and perimeter) have
different scales for clarity.

3.3. EMPIAR-11457

The second dataset analyzed corresponds to entry 11457 of the
EMPIAR database (Ni et al., 2023). The sample presents ChAdOx spikes
(AZD2816) with a pixel size of 2.18 Åand gold beads of approximately
12 nm. This dataset comprises two acquisitions at two different tilt axis
angles (10◦ and 85◦ degrees) with 134 tilt series. For simplicity, the
results are presented together. After a one-by-one visual inspection,
25 tilt series present misalignment. Both acquisitions are processed
in parallel and follow the same steps. The confusion matrices for the
classification based on the residual vectors provided by the alignment
algorithm and those calculated by the algorithm introduced in this
work are summarized in Table 2.

It can be observed that for the alignment algorithm residuals, two
misaligned tilt series are misclassified, leading to an F1 score of 0.990
and a Jaccard index of 0.9802. Also, when the residual vectors are
provided by the algorithm presented in the work, three misaligned
tilt series are misclassified, and another four aligned ones are also
misclassified, leading to an F1 score of 0.964 and a Jaccard index of
0.9314.

Table 2
Confusion matrix for EMPIAR-11457 dataset.
EMPIAR 11457 Predicted

Source of residuals IMOD Automatic

Aligned Misaligned Aligned Misaligned

Real Aligned 99 0 95 4

Misaligned 2 23 3 22

This dataset was particularly challenging, presenting a very low
contrast in their high-tilt images. This significantly complicates fiducial
detection, a key step in calculating residual vectors. Nonetheless, the
false positive ratio obtained in both approaches does not differ signifi-
cantly. Although the relative difference is high, the absolute rate is low
for the false negative ratio. Thus, no tilt series presenting misalignment
is included in any further processing.

It is interesting to note that two of the false negatives present
in both classifications exhibit interesting behaviors. One presents a
subtle movement along the entire tilt series, but the displacement never
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Table 3
Confusion matrix for EMPIAR-10364 dataset.
EMPIAR 10364 Predicted

Source of residuals IMOD Automatic

Aligned Misaligned Aligned Misaligned

Real Aligned 18 0 15 3

Misaligned 0 0 0 0

exceeds the threshold. As for the other, the residuals also do not exceed
the threshold since two very close three-dimensional coordinates were
used to align the series (see Supplementary Material, Figure 6). This
demonstrates that, at least for an extreme case like this, the residuals
are not indicative of alignment quality and are compatible with those
from an appropriately aligned series.

3.4. EMPIAR-10364

The third dataset analyzed corresponds to entry 10364 of the EM-
PIAR database (Burt et al., 2020). The sample presents a Escherichia
coli minicells at a pixel size of 2.24 Å, presenting gold beads of
approximately 9 nm. This dataset comprises 18 tilt series, and after
their one-by-one visual inspection, there is no present misalignment.
The confusion matrices for the classification based on the residual
vectors provided by the alignment algorithm and those calculated by
the algorithm introduced in this work are summarized in Table 3.

No tilt series is misclassified for the alignment algorithm residuals,
leading to an F1 score and a Jaccard index of 1. When residual vectors
are provided by the residual vector calculation algorithm presented in
the work, three aligned tilt series are misclassified, leading to an F1
score of 0.909 and a Jaccard index of 0.833.

The alignment quality assessment shows better performance for
this dataset when the algorithm is fed with residual vectors from
the alignment algorithm. As observed in the previous dataset, there
is a significant loss of contrast, particularly at high tilt angles. This
loss complicates the detection of gold beads throughout the series,
especially those classified as misaligned (see Supplementary Material,
Figure 7). Evidence of this is that for the three misclassified tilt series,
only the image at −60◦ is flagged as misaligned.

4. Discussion and conclusion

The increase in throughput in cryo-electron tomography acquisition
has significantly increased the amount of data that scientists must
analyze to elucidate the structures of interest in samples. The imme-
diate consequence in the field is the automation of image processing
methods to handle this enlarged data volume. This is especially critical
in the initial steps of the pipeline, particularly up to the tomographic
reconstruction step, which is essential for any tomography processing
application (segmentation, subtomogram averaging, per particle per
tilt, etc.).

Among all the steps performed up to this point, tilt series align-
ment is one of the most crucial and unstable. It is also the most
time-consuming task due to data curation and manual quality checks.
Therefore, in this work, we present an automatic tool for data curation
at this step of the pipeline.

This new software directly analyzes the tilt series before tomo-
graphic reconstruction. This contrasts with our previous work (de
Isidro-Gómez et al., 2024), which required tomograms, providing an
advantage in computational load and data handling. Additionally, this
approach allows for detecting alignment errors that might be obscured
in the tomographic reconstruction.

To achieve this purpose, the software has been designed to require
minimal configuration, which requires only data known to the user.
Essentially, only a few options are of interest for modification: first,

applying the robust choice for pruning the residual vectors, and second,
choosing between voting or the mean as criteria to determine if the tilt
series presents misalignment.

The datasets analyzed in this publication aim to present good vari-
ability in sampling rate and gold bead size, offering a comprehensive
scope of the characteristics of available public cryo-electron tomog-
raphy datasets. In our testing, we compared the performance of the
classification algorithm when fed with either the residuals provided by
the alignment algorithm or the residuals calculated by the algorithm
introduced in this work. The results show that the performance of the
classification algorithm is subtly enhanced when the source of the resid-
ual vectors is the alignment algorithm in cases where fiducial detection
is compromised (for example, the case of dataset EMPIAR 10364), using
the alignment algorithm as a source of residuals offers the advantage
that the reported information only considers those residual vectors
involved in the alignment. If a landmark is undetected in a tilted image
and excluded from the alignment, its residual vector is not reported.
This is possible because some alignment algorithms use multiple partial
fiducial chains without requiring a single chain covering the entire tilt
series.

Additionally, applying robust pruning of residuals or using the
voting criteria is recommended if the distribution of vectors is noisy,
as this complicates the alignment assessment. For scientists using this
software in the ScipionTomo framework, this behavior is configured
by default when the residual calculation algorithm sources vectors,
although users are always free to change it. Both ways of accessing
the software are explained in a guide included in the Supplementary
Material.
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1 User guide

A simplified user guide to use the software presented in this work is introduced in this section. This
guide includes both available sources available to the user: Xmipp standalone command-line mode and
its integration in the Scipion framework.

1.1 Xmipp standalone

To work with the tools presented in the standalone version, only the Xmipp software package must be
installed. Through the command line, the user has access to the full functionality of this software. The
instructions for installing Xmipp can be found in github repository of Xmipp.

The xmipp program xmipp tomo calculate landmark residuals is responsible of detecting mis-
aligned tilt series based on its residual vectors. The parameters of this program are summarized in Table
1.1. This is an example command for the execution of this program:

xmipp tomo detect misalignment residuals -i inputTs.mrcs --inputResInfo vResMod.xmd -o

alignmentReport.xmd --samplingRate 3.00 --fiducialSize 100.00

Parameter Description
–inputResInfo Input file containing residual models
-o Output location for alignment report
–samplingRate Pixel size of the input tilt series
–fiducialSize Gold bead size in Angstroms
–numberTiltImages Number of tilt-images in the series
–removeOutliers Remove outlier residuals (robust mode)
–voteCriteria Use a votting criteria (instead of average)

Table 1: Xmipp detect misalignment from residuals algorithm parameters.

If residual vectors are not provided, they can be calculated using the xmipp program xmipp tomo calculate landmark residuals.
The parameters of this program are summarized in Table 1.1. This is an example command for the ex-
ecution of this program:

xmipp tomo calculate landmark residuals -i inputTs.mrcs --tlt inputTlt.tlt --inputCoord

inputFiducialCoordinates.xmd -o vResMod.xmd --samplingRate 3 --fiducialSize 100.00 --thrSDHCC

3.00 --targetLMsize 8.00

1.2 Scipion framework

To work with the tools presented inside the scipion framework, it is necessary to have installed both the
Xmipp and the Scipion software packages. This procedure is simplified since the installation of Xmipp

1

https://github.com/I2PC/xmipp


Parameter Description
-i Input tilt series
–tlt Input tilt angle file
–inputCoord Input 3D coordinates file
-o Output location for residual models file
–samplingRate Pixel size of the input tilt series
–fiducialSize Gold bead size in Angstroms
–thrSDHCC Threshold Z-score to consider a pixel value an outlier
–numberFTdirOfDirections Number of directions to apply the bandpass filter
–targetLMsize Target fiducial size for downsampling

Table 2: Xmipp calculate residuals from landmarks algorithm parameters.

is triggered when installing Scipion. The instructions for installing Scipion with Xmipp can be found
in official webpage of Scipion. Since this is a simplified tutorial, the input information needed to feed
the presented protocols is assumed to be available inside the Scipion project. However, more extensive
documentation and tutorials on tomography data processing can be found in Scipion documentation
landing page.

In particular, the ”Tomogram Reconstruction” tutorial explains to the user how to obtain a set of
aligned tilt series from a raw set of movies.

All algorithms presented in this work are maintained under the same Scipion protocol called xmipptomo
- detect misaligned TS. Depending on the information that the user inputs to the protocol, it will
trigger the different algorithms needed to assess the quality of the alignment.

Some software provide the residual information needed to directly study the alignment quality of
the tilt series. This is, for example, the case of IMOD that is also the one used in the aforementioned
tutorial. If the software provides this information, it is available inside the Scipion framework and thus
can be input directly to the protocol. If this is the use case, an example of the configuration of the
configuration of the protocol is available in Figure 1.

Figure 1: Detect misalignment protocol using residual vector models as input.

In case the residual information is not available is still possible to assess the quality of the alignment
using the tilt series and the three dimensional coordinates of the fiducials. If this is the use case, an
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example of the configuration of the configuration of the protocol is available in Figure 2.

Figure 2: Detect misalignment protocol using the tilt series and the three dimensional coordinates of the
fiducials as input.

The only option available in the protocol that is not in the Xmipp standalone version is the Maximum
number of misaligned images. This option is inherent to the Scipion framework and sets the tilt series
as misaligned if the number of detected misaligned tilt images exceeds this threshold.

2 Supplementary Movies

Two movies have been appended to the Supplementary Material to provide a clearer comparison between
a tilt series with properly estimated geometry and one without:

1. Movie 1 presents and example of an aligned tilt series. This is tilt series TS 019 from EMPIAR
10453 dataset.

2. Movie 3 presents and example of a misaligned tilt series. This is tilt series TS 229 from EMPIAR
10453 dataset.

In addition, the calculated average Mahalanobis distance for each of these tilt series is shown in
Figure 3.
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Figure 3: Associated average Mahalanobis distance for each tilt image belonging to Movies 1 and 2.
The left plot shows the distribution of distances for each tilt image when the Mahalanobis distances are
calculated over the residuals provided by IMOD. The right plot shows the same information when the
residual calculation algorithm introduced in this work is the source of the residuals.

3 Supplementary Figures
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Figure 4: Example of border artifacts. (A) shows a tilt image presenting these artifacts in tilt series
TS 005 from EMPIAR 10453, and (B) shows the detail.
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Figure 5: Tilt series TS 276 from EMPIAR 10453 dataset, false positive example from alignment quality
assessment algorithm. This tilt series shows an unexpected distribution of residuals, being all of them
clustered in one corner of the sample. (A) and (B) shows tilt images at 0° and 42° tilt angle respectively.

Figure 6: Tilt series E48g4 18 from EMPIAR 11457 dataset, false positive example from alignment
quality assessment algorithm. This tilt series was aligned only using two very close fiducials, leading
to low modulus residual vectors along the series. Residuals are plotted as yellow arrows but since their
modulus is low, only the arrowhead is visible.
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Figure 7: Tilt series TS002 (A) and TS017 (B) from EMPIAR 10364 dataset, both tilt images at -60°.
Tilt series TS002 is a false negative example from the alignment quality assessment algorithm. The
low contrast at high tilt for this tilt series difficult the fiducial detection and the posterior assessment
of the alignment. The reduction in contrast is compared to TS017 tilt series, which has been correctly
classified.

Figure 8: Intermediate results at different stages of the fiducial detection algorithm: (A) original tilt
image, (B) result after landmark enhancement and background subtraction, (C) result after Z-score
thresholding, (D) result after maximum pooling and directional filter, (E) labeled regions of interest
after preprocessing, and (F) inpainting of the resulting detected landmarks after filtering the regions of
interest. This tilt image belongs to tilt series E48g4 30 from EMPIAR 11457 dataset at 60°.
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